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Abstract

Cluster ensemble algorithms have been used in different

field like data mining, bioinformatics and pattern recognition.
Many of them use label correspondence as a step which can
be performed with some accuracy if all the input partitions are
generated with same k. Thus these algorithms produce good
results if this k is close to the actual number of clusters in
the dataset. This puts great restriction if user has no idea
of the number of clusters. In this paper we show through
experimental studies that good ensembles can be generated
even if the input solutions contain different number of clusters.
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1. Introduction

Clustering deals with segregating data into well define
groups. The aim is to group objects so as to maximize
similarity between the objects within a group and minimize
the similarity between the objects of different groups. Several
algorithms have been developed to achieve the desired aim.
All these clustering algorithms have their advantages and
shortcomings. Different algorithms produce different clustering
results.

Cluster ensembles combine different clustering solutions
(called partitions) into a single consensus partition. Ensembling
clustering solutions [1], [2], [3], [4], [5], [6], [7], [8], [9],
[10], [11], [12], [13] have been successfully used in literature
to improve the quality of clusterings. One of the major step
in many of these algorithms is label correspondence. Most of
these algorithms assume that the number of clusters in each
partition is same. Experiments were performed with partitions
containing equal number of clusters and this number was same
as the number of the clusters implanted in the dataset. It can be
shown that these algorithms may fair poorly when the number
of output clusters is not known and the partitions are generated
with the number of clusters way away from the actual number
of clusters. In this paper, we show that the quality of the
consensus partition could be improved by generating partitions
with varying number of clusters, in these algorithms. Other
approaches that deal with this problem include algorithms
based on metaclustering and hyper graph partitioning [1].

We prove our claim through extensive experimental studies.
We show that if we do not have an idea of the number k of
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clusters in the input data, generating partitions with varying
values of k is better than at least half of the guesses one can
make about k i.e. the probability with which a bad value is
guessed for k is more than 1/2. The aim of ensemble methods
is not to provide clustering solution that are better than the
best but rather it is to provide the user a good solution without
having to worry about the input parameters like k&, the number
of clusters in the data.

We use two different measures to capture similarities between
the clusters, Hungarian method for label correspondence and
two different methods to generate the consensus. This provides
us with four different algorithms. In another setting cumulative
voting was used to combine the steps of label correspondence
and consensus was used. Three different quality measures were
used to measure the quality of the fina ensemble. We firs
show our results on synthetic data sets with different number
of implanted clusters. The data sets used for the purpose are
8dik as used in [1] where ¢ denotes the number of implanted
clusters, ¢+ was varied from 4 to 13. The k-means algorithm
was used to generate the input partitions. The experiment was
also performed on the real datasets of Iris and Wine [14].

In case we have some idea of the number of input clusters,
we can narrow down our search. The ensemble is produced
by varying k in a range close to the number of implanted
clusters. The experimental results show that in this case also,
results with varying k are better than 65 percent of the guesses
for a fi ed k.

Main contributions of our work are :

1) Eliminates the requirement of equal number of clusters in
the input partitions.

2) Eliminates the requirement of knowledge about the num-
ber of implanted clusters.

Remaining paper is organized as follows: Problem is define
in section 2. Section 3 discusses the related work and the pre-
liminaries. The setup required for the experiments is given in
section 4. The experimental results are presented in section 5.
The paper is concluded in section 6.

2. Problem Definition

Let X be a set of M objects and Y be a set of N samples.
Let £ be an M x N expression matrix. E is subjected to
a clustering algorithm which delivers a clustering partition 7;
consisting of k; clusters. 7 = (C},C3,...,C} ), Note that
different clustering partitions may contain different number of
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clusters. Let 7y, 7o, ..., my be H clustering partitions obtained
by applying either same or different clustering algorithm(s) on
E. We also denote as 7(X) the set of all possible partitions
with the set of objects X.

Further, let A : E(G) — {1...k} be a function that yields a
label for each object. Let A1, A, ..., A\gr denote the H labellings
of E. The problem of cluster ensemble is to derive a consensus
function A\, which combines the H clusterings and delivers a
clustering 7 that achieves one or more of the following aims:

1) It improves the quality of the clusters.
2) It is more robust and stable than its constituent partitions.

3. Preliminaries and Related Work

The basic idea of combining different clustering solutions to
obtain improved clustering has been explored under different
names such as consensus clustering and evidence accumula-
tion. Many different approaches for generating clustering solu-
tions and combining them have been proposed in literature [1],
(2], [3], [4], [5], 6], [7], [81], [9], [10], [11], [12], [13]. The
framework of cluster ensembles was formalized by Strehl and
Ghosh [1]. A cluster ensemble method consists of two main
steps as given the survey paper by Vega-Pons et al in [15] as
generationof a set of input partitions and the integration of
all the partitions to obtain a consensugpartition.

Generation Process: There are various ways to generate the
input partitions. We can generate partitions by running differ-
ent clustering algorithms or by executing the same algorithm
a number of times, each time with different initialization. k-
means algorithm with different random initialization has been
used in majority of the algorithms. The k-means clustering al-
gorithm attempts to identify the best fi clusters by minimizing
the within cluster sum of squared distance from cluster centers.

Consensus Process: Two main approaches are used to gen-
erate a consensus partition: median partitionand object co-
occurrence. Inmedian partitionapproach, the consensus par-
tition is obtained by solving an optimization problem. The
median partition is define as the partition that maximizes the
similarity with all partitions in the cluster ensemble and is
define as:

H

max sim(m, ;)
remn(X) 4 7
=

T = arg
where sim(m;,7;) is the similarity between two partitions
m;, ;. The median partition problem define with the Mirkin
distance [16] has been proved to be NP-hard. Though no
theoretical results are known for other similarity measures, this
method is considered to be computationally expensive. Thus
we do not include this approach in our study.

In the second approach, consensus partition is obtained
depending upon the frequency with which two objects occur
together or the frequency with which an object belongs to
one cluster. One way to do this is by using Co-association
Matrix based methods followed by some clustering algorithm
and another is using Relabelling and Votingased methods.

All the co-association methods are based on the construction
of a new similarity measure between objects whereas the
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Relabelling and Voting methods solve a label correspondence
problem as a firs step followed by a voting process to obtain
the consensus partition. Different heuristics such as bipartite
matchingand cumulative votinghave been used to solve the
label correspondence problem. Experiments in these work use
partition with equal number of clusters. In our study, we
apply some form of these algorithms on partitions containing
different number of clusters. We have used a representative
of both the approaches(Hungarian algorithm [17] for bipartite
matching and Andreas et al. [18] for cumulative voting) to
solve the label correspondence problem. Figure 1 shows the
steps involved in ensembling.

Other Consensus functions include Graph and hyper
graph algorithms [1], Information theory [3], finite mixture
model [4], LAC [19], Genetic algorithms [20], NMF [21] and
Kernel method [22]. These methods either fall under object co-
occurrence, which we have considered in our work or median
partition.

Select a dataset
Schemes Generation

| ) ) ) ()

Pval / nn‘f!vgi'\_r\iﬂ"friv
Aligning Schemes [i:73) (o) (o) [222)
- | }h(?'ihvvlﬂ* P fm-:{mih..-W
) e/
Consensus Y

11222

Error Rate/daccard Irdex/ Adi. Rand lndex

Final Ensemble

. . Validate the
Validation

ansemble

Fig. 1: Architecture showing cluster ensemble techniques using
label correspondence.

4. Experimental Setup

In this section we discuss the datasets and the techniques used
for our experiments.

Selecting a dataseflo prove our claim we firs performed
experiments on synthetic supervised datasets with different
number of implanted clusters. Borrowing the notation from [1],
8dik datasets were generated as follows: It contained ¢ im-
planted clusters each consisting of 200 objects generated from
8 -dimensional Gaussian distributions Clusters have the same
variance (0.1) and means were drawn from a uniform distri-
bution within the unit hypercube.We generated 10 datasets of
8dik, i varying from 4 to 13.

Experiments were also performed on the real datasets of Iris
and Wine [14]. Iris data set contains 3 classes of 50 instances
each, where each class refers to a type of iris plant. The three
classes are Iris Setosa(l), Iris Versicolor(2), Iris Virginica(3).
Wine dataset contains 178 objects and 3 classes. The data
was generated as a result of a chemical analysis of wines
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grown in the same region in Italy but derived from three
different cultivars. The analysis determined the quantities of
13 constituents found in each of the three types of wines.

The details of the datasets used in our study listed in Table 1.

Table 1: Details of the Datasets used.

Dataset | objects examples # implanted
clusters
8dik (200%1) 8 i
IRIS 150 4 3
Wine 178 13 3

Selecting a method to generate the partitionsTo generate
partitions, we used k-means algorithm as it is fast, robust and
easier to understand. When data is distinct or well separated
from each other k-means gives best results. The algorithm
requires k, the number of output clusters, to be specified In
our experiments, a different value of k is chosen randomly for
each partition. This results in partitions with different number
of clusters.

Selecting the similarity measure for label correspondence:

In the absence of labeled training data, different partitions
assign different labels to the clusters. To establish a corre-
spondence between them one needs to solve a problem of k
dimensional bipartite matching which is known to be NP-hard
for £ >= 3. To make the problem more tractable one of the
clustering partition is fi ed as a reference and other clusters
are aligned with it. Hungarian method and cumulative voting
were used for label correspondence. To align two partitions
with different number of clusters the one with smaller number
is assumed to have remaining clusters as empty.

Two similarity measures, confusion matrix and p-value have
been used in this paper to capture the similarity between the
clusters. Confusion matrix of two clusterings having k£ and
k' clusters respectively is of size k x k. (i, j)th entry of
the confusion matrix stores the number of objects that are in
cluster ¢ of fir t clustering and in cluster j of second clustering.
Hungarian method for maximum weight matching is used in
this case.

The measure define by Krumpleman and Ghosh [13], is
another method used to fin similarity between two clusters.
The p-value measures the probability of an event occurring
by chance. It is define as the total probability of seeing
the observed overlap (S) or greater between the two clusters.
This value essentially measures the likelihood of the observed
overlap being a random event, hence a small p-value indicates
a small probability of seeing the observation at random. Such
pairs of clusters with smaller p-value show higher similarity
so Hungarian method for minimum weight matching is used
here.

The p-value between two clusters Cy and C5 is define as:

s=min(dl,d2)

p —value = Z

s=S

P(s)
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where
(9) (1.6)

(42)

Here d1, d2 are the number of objects in cluster C; and Co
respectively. S is the number of objects overlapping between
C1 and C5 and M is the total number of objects in the dataset.

Selecting a method to generate the consensus: Once the
partitions have been aligned, they need to be combined. We
have used majority voting and plurality voting as two different
methods for aggregating the results. Majority Voting involves
selecting that label for an object whose count is greater than
a fi ed threshold whereas plurality voting works by taking the
majority cluster label for each observation.

Measuring the quality of the consensus: Three different
measures have been used to validate the accuracy of the
consensus partition, they are Adjusted Rand Index, Jaccard
Index and Error Rate.

Error Rate is the average number of misclassifie objects.
Lesser the error rate, more similar are the partitions. Jaccard
Index is define as J = where

P(s=195)=

e a, the number of pairs of elements that are in the same
cluster in 7y and in the same cluster in 7.
e b, the number of pairs of elements that are in the same
cluster in 7y and in different clusters in 7.
e c, the number of pairs of elements that are in different
clusters in 7wy and in the same cluster in 7.
Jaccard Index disregards the pairs of elements that are in
different clusters for both clusterings. Another quality measure
ie Adjusted Rand Index(ARI) was considered for evaluating
the clusters. ARI has become the most successful cluster
validation index and is defin d as:

Yia (50 =[S0 () 2, (9]/(3)

ARI =
HZim+2, 0] - [Z () =, (9]/6G)

where

e 1y, denote the number of objects that are in both the
of mo, and the ¢*" cluster of #.

e n; the number of objects in I*" cluster of 7.

e n, the number of objects in ¢'" cluster of 7.

I cluster

Adjusted Rand index and Jaccard index have large values for similar
partitions. All the three measures have been used in the study to see
the accuracy of the consensus formed.

5. Experimental Results

We implemented our algorithm on Intel Core 15-2430M CPU @2.40
Ghz with 4GB RAM using Windows 7 Home Basic Operating
System. The code was created and executed in R version 2.15.2.

Three sets of experiments were performed for each dataset in 8dik.
In the firs set, input partitions were generated for a fi ed k. Thirteen
such experiments were performed, one for each k varying from 3 to
15. In the second set, we performed one experiment in which input
partitions were generated with different values of £ ranging from 3 to
15. The third set of experiments is similar to the second one but in this
set the variation in k is close to the number of clusters implanted. All
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Table 2: Experimental setup

#implanted fi ed k | varying k | varying k
clusters (wider (narrow
range) range)
SET 1 SET 2 SET 3
colour code Blue Red Green
4 3-15 3-15 2-6
5 3-15 3-15 3-7
6 3-15 3-15 4-8
7 3-15 3-15 5-9
8 3-15 3-15 6-10
9 3-15 3-15 7-11
10 3-15 3-15 8-12
11 3-15 3-15 9-13
12 3-15 3-15 10-14
13 3-15 3-15 11-15

the three sets of experiments were performed on the datasets shown
in Table 2.

In each experiment 20 partitions were generated, the experiment was
iterated 20 times and the results were averaged over all iterations.
For each experiment we applied 2 different similarity measures
and 2 different consensus methods thereby resulting in four algo-
rithms : pval-majority, pval-plurality, confusion-matrix-majority and
confusion-matrix-plurality represented by four rows of the result
graphs in figure 2- 11. The quality of consensus partition was
measured using 3 different quality measures represented by 3 columns
of the result graphs in figure 2- 11. Thus for every dataset 12
graphs are plotted, each showing the three sets of experiments. All
the three experiments were also done using cumulative voting on all
the datasets and the results are shown in figure 12- 14.

8d4k fixed k and vary k from 3 - 15,2-6

pval plurality Exror Rate pval plrality AdRI pval pluraity Jaccard

345678 91011121314151617 345678 9101121314161617 345678 91011121314151617
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confusion matrx pluralty Error Rate.

345678 91011121314151617
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AR ‘confusion matrix pluraity Jaccard

confusion matrix pluraity

345678 91011121314151617
confusion matrix majorty Error Rate

345678 9101121314151617
‘confusion matrix majoity ARI

345678 91011121314151617
confusion matrix majority Jaccard

345678 91011121314151617 345678 9101121314151617 34567 8 91011121314151617

Fig. 2: fi ed k versus varying k- 8d4k

The experiments were performed on all the datasets of 8dik with
¢ ranging from 4 to 13. Figures 2- 11 show the results on all the
datasets 8dik, ¢ varying from 4- 13. Each figur corresponds to the
results on one dataset. Further the blue bars show the results of the
firs set of experiments. A blue bar shows the ensemble produced
when input partitions are generated with fi ed k. Different blue bars
show the results for different k’s from 3-15. The result of second set
of experiment is shown by the red bar. Here the partitions are all with
different k varying in the range 3-15. The last bar(green in colour)
shows the result of ensemble when k is varied in a range close to the
number of implanted clusters.

It was observed that the ensemble produced by varying k between
3 and 15 produces better results than that produced by half of the
guesses one can make for a fi ed & in all the three quality measures
used. In case we have some idea of the number of clusters, varying k
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8d5k fixed k and vary k from 3 - 15,3-7
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Fig. 3: fi ed k versus varying k- 8d5k

8dék fixed k and vary k from 3 - 15, 4-8
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Fig. 4: fi ed k versus varying k- 8d6k

8d7k fixed k and vary k from 3 - 15,5-9
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Fig. 5: fi ed k versus varying k- 8d7k

in a range close to that provides results better than that produced by
65% of the guesses in that range. The percentage is calculated over
all the datasets.

Experiments were also performed using cumulative voting on all the
datasets; we present the results only on 3 of them. The figure 12- 14
show the results on the 3 datasets 8dik, i=5, 9 and 13. It was once
again found that the results produced by partitions with varying k& in
a wider range is better than that produced by 55% of ensembles of
the input partitions with fi ed k. Also for a smaller range of variation
for k the enesemble is better than 70% of ensembles produced by
fi ed k.

Experiments were also performed on the real datasets of Iris and
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Fig. 8: fi ed k versus varying k- 8d10k
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Fig. 11: fi ed k versus varying k- 8d13k

Cumulative Error Rate:

Cumulative AGRI

Cumulative Jaccard

Wine [14]. Figures 15, 16 show the results of all the 12 experiments ,
performed on these datasets. Figures 17, 18 show the results of 05 05 o5
experiments performed on these datasets using cumulative voting. It
was found that on these real datasets only with 3 clusters, ensembles
produced by varying k from 3 to 15 is better than at least 40% of
ensembles with fi ed k.
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Fig. 12: fi ed k versus varying k- 8d5k
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The paper focuses on the issue of guessing the number of clusters
in the data. If user has no idea about that, he makes wild guesses and
tries to ensemble input partitions all with the same guess. The guess
may or may not be exact or close to exact. In this paper we have

Fig. 13: fi ed k versus varying k- 8d9k
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Fig. 14: fi ed k versus varying k- 8d13k
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shown that the ensemble produced by input partitions with varying
number of clusters instead of all partitions with same k produces
much better results in terms of error rate, adjusted rand index and
jaccard index than the results produced by the guesses way away
from the exact number. Moreover, if we have some idea about the
number of clusters but do not know the exact number, we can narrow
down the range in which we vary k thereby improving the results
further.
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