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Abstract 

 
In this paper, a method of classification of handwritten signature 
based on neural networks, and FPGA implementation is 
proposed. The designed architecture is described using Very 
High Speed Integrated Circuits Hardware Description Language 
(VHDL). 
The proposed application consists of features extraction from 
handwritten digit images, and classification based on Multi 
Layer Perceptron (MLP). 
The training part of the neural network has been done by using 
MATLAB program; the hardware implementations have been 
developed and tested on an Altera DE2-70 FPGA. 
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1. Introduction 

In the last decades, the electronic devices production field 
has witness the birth of the FPGA (Field Programmable 
Gate Array). These platforms are the optimum and best 
choice for the modern embedded digital systems. The 
FPGAs offer low cost, powerful software development 
tools and true parallel implementations [1], these 
characteristics put them as a viable solution to implement 
Artificial neural networks. 

Artificial neural networks (ANN) are widely used in 
different fields such as image recognition, their fast 
processing are based on a parallel architecture. 

The important characteristics [2] of the network 
depend on its structure, the activation function and the 
learning mechanism. 
 
The most commonly used algorithm of neural networks 
for pattern classification tasks is the backpropagation 
algorithm [3], which represents multilayer perceptron. 
The main focus of this paper is to present a combined 
method for classification of handwritten signature which 

consists of three steps. A) A pretreatment step whose role 
is to extract characteristics from handwritten signatures by 
using MATLAB [4]. B)  An off line training step where 
we calculated the weights of our ANN by using MATLAB 
neural network library for in order to calculate. C) The 
hardware implementation step which describes the design 
of A digital system architecture realizing a feedforward 
multilayer neural network, The network is implemented in 
Altera Cyclone II FPGA embedded in Terrasic DE2-70 
Board[5].  

2. Proposed design 

The proposed design consists of an MLP neural network 
two layers which is one of the most architecture used in 
pattern recognition each layer is fully connected with its 
adjacent layers. 
Each layer contains a number of neurons which is the 
processing element of the ANN, and activation function 
which is the most important arithmetic operation required 
for neural networks. 

2.1 Architecture of the neuron 

A Neuron can be viewed as processing data in three steps; 
the weighting of its input values, the summation of them 
all and their filtering by sigmoid function. 
Figure 1 shows the block diagram of the designed neuron, 
the MAC unit which accepts a serial processing of weights 
and parallel inputs pairs, each pair is multiplied together 
and added to the next multiplication until the end. The 
result is fed in the activation function. 
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Fig. 1  Architecture of neuron. 

The implementation of the trained network was made by 
VHDL language. This design is synthesized by Quartus. 
The figure 2 shows the block diagram of a neuron, it s 
composed of multiplier that multiply the weight and the 
input and an accumulator that mad the sum of all the 
multiplication and at the end the result is put in the 
activation block which validate or not the result. 
 

 

Fig. 2  Block diagram of a neuron 

We implement our circuit on Cyclone II FPGA from 
ALTERA, the implementation of the neurons has been 
done by using 16-bit MAC (Multiply Accumulate) circuit, 
the sigmoid function is implemented both in the hidden an 
output layer. 
 

2.1 Activation function 

The activation function [7] is used to limit the value of the 
neuron output. It’s one of the most important parts of an 
ANN. The sigmoid function (1) is the most frequently 
used activation function in backpropagation neural 
networks applications. It is not suitable for direct 
implementation because it consists of an infinite 
exponential series. For its implementation function on 
FPGA, we use Piece-Wise Linear Approximation which 
consists of a linear approximation of logsig function; the 
mathematical representation is shown in equation 2. This 
method has sufficient precision for our implementation. 
 
 

 
The figure 3 shows the RTL hardware circuit of the 
activation function, it gives an idea about the complexity 
and calculation that needed in the implementation of this 
function. 

 

Fig. 3  RTL circuit of the sigmoid 

3. Results 

In this work the architecture of feedforward neural 
network used (20-6-1) layers; the network is composed of 
20 inputs, the hidden layer[6]  with 6 sigmoid neurons and 
the output layer with 1 sigmoid neuron. The network uses 
the parallelism and the rapidity of the FPGA to perform a 
parallel processing of the data. 

 

Fig. 4  The global network 

 
For the neurons of the hidden layer the product of signed 
inputs and signed weights form an accumulated result to 
which we applied the activation function, the final outputs 
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of each neuron (6 outputs) are used as inputs of the next 
layer (the output layer), the same process is repeated and 
the final result is the output of the network that indicates 
whether or not the handwritten signature belong to the 
group. 
The RTL design of the circuit is shown in the figure 5. 

 

Fig. 5  The RTL description of the network 

 
The figure 6 summarize the characteristics of the designed 
circuit including resource use and performance, we can 
see that our design occupied 39% of the chip and used 
only 5% of the embedded Multiplier, this results shows the 
advantages of using FPGA in the implementation of ANN. 
 

 

Fig. 6  The results of the designed circuit 

 
To validate our design we made a simulation by using 
SIMULINK, considering the processing of the neural 
network. We feed the network with two vectors, one of a 
signature that belong to the trained set and on that not, the 
simulation results of the overall network behavior are 
shown in figure 7. 

 Fig. 7  The simulation 

4. Conclusions 

This paper has presented a design solution of neural 
networks by FPGAs. We implemented a single neuron and 
proposed a solution for connecting neurons into a 
multilayer feedforward BP neural network.The proposed 
network architecture is modular, being possible to easily 
increase or decrease the number of neurons as well as 
layers. 
An important obstacle in this work was the hardware 
implementation for the approximation of sigmoid 
activation function. 
The aim of this work is to be able to use the weights 
calculated in a software environment (MATLAB) directly 
in a hardware solution implemented in FPGA. 
 
The result of implementation shows that we still have 
enough resources for implementing other circuit like the 
image processing algorithm used to extract features from 
the handwritten images. 
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