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Abstract

With the explosion of information fuelled by the growth of the World Wide Web it is no longer feasible for a human observer to understand all the data coming in or even classify it into categories. With this growth of information and simultaneous growth of available computing power automatic classification of data, particularly textual data, gains increasingly high importance. Text classification is a task of automatically sorting a set of documents into categories from a predefined set and is one of the important research issues in the field of text mining. This paper provides a review of generic text classification process, phases of that process and methods being used at each phase.
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1. Introduction

Due to the fast growth of digital information available electronically, text mining plays a key role in managing information and knowledge, and therefore has become an active research area. Text mining, also known as intelligent text analysis is the process of extracting interesting and non-trivial information and knowledge from unstructured text. Text mining is a young interdisciplinary field, which draws on information retrieval, data mining, machine learning, statistics and computational linguistics. Typical text mining tasks include information extraction, topic tracking, document summarization, classification, clustering, question answering [1]. Automated text classification is the act of dividing a set of input documents into two or more classes where each document can be said to belong to one or multiple classes. Text classification aims at assigning pre-defined classes to text documents. An example would be to automatically label each incoming news story with a topic like “sports”, “politics”, or “art”. The classification task starts with a training set $D = (d_1, \ldots, d_n)$ of documents that are already labelled with a class $c \in C$ (e.g. sport, politics). The task is then to determine a classification model $f : D \rightarrow C$ which is able to assign the correct class to a new document $d$ of the domain.

Text classification is a challenging task, as it is difficult to capture the meaning and abstract concepts of natural language just from a few keywords. Also, the high dimensionality of the feature space makes classification problem very difficult. Text classification is commonly used to handle spam emails, classify large text collections into topical categories, manage knowledge and also to help Internet search engines.

The rest of the paper is organized as follows. In Section 2 an overview of documents representation approaches is given, Section 3 presents dimension reduction approaches, Section 4 presents machine learning techniques for document classification, in Section 5 classifier evaluation method is presented and finally in section 6 conclusion is made.

2. Document Representations

Before any classification task, one of the most fundamental tasks that need to be accomplished is that of document representation and feature selection. The most commonly used document representation is the vector space model which was originally developed for automatic indexing [16]. Under the vector space model, a collection of $n$ documents with $m$ unique terms is represented as an $m \times n$ term-document matrix (where each document is a vector of $m$ dimensions). Several terms weighing schemes have been used, including binary term frequency and simple term frequency (i.e. how many times the words occur in the document). In the most popular scheme, the document vectors are composed of weights reflecting the frequency of the terms in the document multiplied by the inverse of their frequency in the entire collection. $(tf \times idf)$ .The assumption is that words which occur frequently in a
document but rarely in the entire collection are of highly discriminative power.

3. Dimension Reductions

A central problem in document classification is the high dimensionality of the feature space and a relatively small number of training samples. There exists a dimension for each unique word found in the document collection. Standard classification technique cannot deal with such a large feature set, and hence there is a need for reduction of the original feature set, which is known as dimension reduction. There are two approaches to dimension reduction: Feature Selection and Re-parameterization.

3.1 Feature Selection

Feature selection attempts to remove non-informative words from documents in order to improve classification effectiveness and reduce computational complexity. The main idea of feature selection is to select subset of features from the original documents by keeping the words with highest score according to predetermined measure of the importance of the word. The selected features retains original physical meaning and provide a better understanding for the data and learning process. A comparative study of different feature selection methods for document classification is reported in [21].

3.1.1 Document Frequency Thresholding

The document frequency for a word is the number of documents in which the word occurs. In document frequency thresholding one computes the document frequency for each word in the training corpus and removes those words whose document frequency is less than some predefined threshold. The basic assumption is that rare words are either non-informative for category prediction or not influential in global performance.

3.1.1 Information Gain

Information Gain measures the number of bits of information obtained for category prediction by knowing the presence or absence of a word in a document. Let \( c_1, \ldots, c_k \) denote the set of possible categories. The information gain of a word \( w \) is defined as:

\[
IG(w) = \sum_{j=1}^{k} P(c_j) \log \frac{P(c_j)}{P(w|c_j)} + P(w) \sum_{j=1}^{k} P(c_j|w) \log \frac{P(c_j|w)}{P(c_j)}
\]

Here \( P(c_j) \) can be estimated from the fraction of documents in the total collection that belongs to class \( c_j \) and \( P(w) \) from the fraction of documents in which the word \( w \) occurs. Moreover, \( P(c_j|w) \) can be computed as the fraction of documents from class \( c_j \) that have at least one occurrence of word \( w \) and \( P(c_j|\bar{w}) \) as the fraction of documents from class \( c_j \) that does not contain word \( w \).

The information gain is computed for each word of the training set, and the words whose information gain is less than some predefined threshold are removed.

3.1.1 Mutual Information

Mutual information (MI) measure is derived from information theory, and provides a formal way to model the mutual information between the features and the classes. MI measures how much information the presence/absence of a word \( w \) contributes to making the correct classification decision on \( c \). Formally

\[
MI(w,c) = \sum_{w} \sum_{c} P(w,c) \log \frac{P(w,c)}{P(w)P(c)}
\]

Here \( P(w,c) \) is the joint probability of \( w \) and \( c \). MI measures how much information - in the information-theoretic sense - a term contains about the class. If a term’s distribution is the same in the class as it is in the collection as whole, then MI is 0. MI reaches its maximum value if the term is a perfect indicator for class membership, that is, if the term is present in a document if and only if the document is in the class.

3.1.1 \( \chi^2 \) Statistics

The \( \chi^2 \) statistic measures the lack of independence between a word \( w \) and category \( c \). Using the two-way contingency table of a word \( w \) and category \( c \), where \( A \) is defined as number of times \( w \) and \( c \) co-occur. \( B \) is number of times \( w \) occurs without \( c \). \( C \) is number of times \( c \) occurs without \( w \). \( D \) is number of times either \( c \) or \( w \) occurs and \( N \) is the total number of documents. It is defined as

\[
\chi^2(w,c) = \frac{N \times (AD - BC)^2}{(A+C)(B+D)(A+B)(C+D)}
\]

The \( \chi^2 \) statistic value is zero if \( w \) and \( c \) are independent.

3.6 Re-parameterization

Re-parameterization is the process of constructing new features as combinations or transformation of the original
features. One such approach is Latent Semantic Indexing (LSI). This technique compresses document vectors into vectors of a lower-dimensional space whose dimensions are obtained as combinations of the original dimensions by looking at their patterns of co-occurrence. In practice, LSI infers the dependence among the original terms from a corpus and “wires” this dependence into the newly obtained, independent dimensions. The function mapping original vectors into new vectors is obtained by applying a singular value decomposition to the matrix formed by the original document vectors. In classification this technique is applied by deriving the mapping function from the training set and then applying it to training and test documents alike.


After feature selection and transformation, the documents can be easily represented in a form that can be used by a machine learning algorithm. Although many approaches have been proposed, automated text classification is still a major area of research primarily because the effectiveness of current automated text classifiers is not faultless and still needs improvement. The various machine learning techniques for document classification have been studied in [4, 8].

4.1 Rocchio’s Algorithm

Rocchio [14] is the classic method for document routing or filtering in Information retrieval. In this method, a prototype vector is built for each class \( c_j \) and a document vector \( d \) is classified by calculating the similarity between \( d \) and each of the prototype vectors, then assign document to the class with maximum similarity. The prototype for class \( c_j \) is computed as the average vector over all training document vectors that belongs to \( c_j \). This means that learning is very fast for this method.

4.2 Naïve Bayes Classifier

In probabilistic classifier [3], the probability that a \( d_i \) document represented by a vector \( \langle w_1, w_2, ..., w_m \rangle \) of weighted terms belongs to \( P(c) \), and this probability is computed by an application of Bayes’ theorem, given by

\[
P(c|d) = \frac{P(c)P(d|c)}{P(d)}
\]

Here \( P(d) \) is the probability that a randomly picked document has \( d \) vector as its representation, and \( P(c) \) the probability that a randomly picked document belongs to \( c_j \).

The naïve bayes classifier make the assumption that any words of the document vector are, when viewed as random variables, statistically independent of each other; this independence assumption is encoded by the equation

\[
P(d|c) = P(c) \prod_{k=1}^{m} P(w_k|c_i)
\]

Despite the fact that the assumption of conditional independence is generally not true for word appearance, the naïve bayes classifier is surprisingly effective in documents.

4.3 k-nearest neighbour

To classify an unknown document vector \( d \), the k nearest neighbor algorithm [10] ranks the document’s neighbors among the training document vectors, and use the class labels of the k most similar neighbors to predict the class of the input document. The classes of these neighbors are weighted using the similarity of each neighbor to \( d \), where similarity can be calculated by the cosine similarity measure. Given two documents \( d_1 \) and \( d_2 \) the cosine similarity, \( \cos(\theta) \), is represented using a dot product and magnitude as

\[
\cos(\theta) = \frac{d_1 \cdot d_2}{\|d_1\| \|d_2\|}
\]

The k-NN is quite simple and effective but its drawbacks is its inefficiency at classification time: it requires the entire training set to be ranked for similarity with the test document which is expensive.

4.4 Decision Tree

Decision trees are one of the most widely used inductive learning methods. One of the most well-known decision tree algorithms is ID3 [12] and its successor C4.5 [13] and C5[5]. A decision tree is a flowchart like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and each leaf node holds a class label. Given a document, for which the associated class label is unknown, the attribute values of the document are tested against the decision tree. A path is traced from the root to a leaf node, which holds the class prediction for that document. The tree starts as a single root node containing all of the training examples. If the training examples are all from the same class, then the node becomes a leaf, labeled with that class. Else, an attribute selection method is called to determine the splitting
criterion. Such a method may use a heuristic or statistical measure (e.g., information gain or gini index) to select the “best” way to separate the training examples into individual classes. Next, the node is labeled with the splitting criterion, which serves as a test at the node. A branch is grown from the node to each of the outcomes of the splitting criterion and the training examples are partitioned accordingly. The algorithm uses the same process recursively to create a decision tree for the training examples at each partition.

4.5 Neural Networks

Neural networks consist of many individual processing units called as neurons connected by links which have weights that allow neurons to activate other neurons. Each unit receives a set of inputs, which are denoted by the vector \( d_i \), which corresponds to the term frequencies in the \( i^{th} \) document. Each neuron is also associated with a set of weights \( A \), which are used in order to compute a function \( f(\cdot) \) of its inputs. A typical function which is often used in the neural network is the linear function as follows:

\[
p_i = A \cdot d_i
\]

Thus, for a vector \( d_i \) drawn from a lexicon of \( m \) words, the weight vector \( A \) should also contain \( m \) elements. Now consider a binary classification problem, in which all labels are drawn from \( \{+1, -1\} \). Assume that the class label of \( d_i \) is denoted by \( c_i \). In that case, the sign of the predicted function \( p_i \) yields the class label. In order to illustrate this point, consider a simple example in a 2-dimensional feature space, as illustrated in Figure 1.

**Figure1: The sign of the projection onto the weight vector \( A \) yields the class label**

In this case, it is illustrated with two different classes, and the plane corresponding to \( Ax = 0 \) is illustrated in the same figure. It is evident that the sign of the function \( A \cdot d_i \) yields the class label. Thus, the goal of the approach is to learn the set of weights \( A \) with the use of the training data. The idea is that you start off with random weights and gradually update them when a mistake is made by applying the current function on the training example. The magnitude of the update is regulated by a learning rate \( \mu \). This forms the core idea of the perceptron algorithm.

A number of implementations of neural network methods for text data have been studied in [2, 9, 11, 17, 20].

If all the classes may not be neatly separated from one another with a linear separator, multiple layers of neurons can be used in order to induce such non-linear classification boundaries. The effect of such multiple layers is to induce multiple piece-wise linear boundaries, which can be used to approximate enclosed regions belonging to a particular class. In such a network, the outputs of the neurons in the earlier layers feed into the neurons in the later layers. The training process of such networks is more complex, as the errors need to be back-propagated over different layers. Some examples of such classifiers include those discussed in [7, 15, 19, 22].

The advantage of the high flexibility of neural networks entails the disadvantage of very high computing costs. Another disadvantage is that neural networks are extremely difficult to understand for an average user; this may negatively influence the acceptance of these methods.

4.6 Support Vector Machine

A Support Vector Machine (SVM) algorithm introduced in text classification by [6] has been extensively and successfully used for text classification tasks. In geometrical terms, it may be seen as the attempt to find, among all the surfaces \( \sigma_1, \sigma_2, \ldots \) in \( n \) dimensional space that separate the positive from the negative training examples (decision surfaces), the \( \sigma \) that separates the positives from the negatives by the widest possible margin, that is, such that the separation property is invariant with respect to the widest possible translations of \( \sigma \).

This idea is best understood in the case in which the positives and the negatives are linearly separable, in which case the decision surfaces are \( n - 1 \) hyperplanes. In the two-dimensional case of Figure 2, various lines may be chosen as decision surfaces. The SVM method chooses the middle element from the “widest” set of parallel lines, that is, from the set in which the maximum distance between two elements in the set is highest. It is noteworthy that this “best” decision surface is determined by only a small set of training examples,
called the support vectors. The method described is applicable also to the case in which the positives and the negatives are not linearly separable [22]. The most important property of SVMs is that learning is nearly independent of the dimensionality of the feature space. It rarely requires feature selection as it inherently selects data points (the support vectors) required for a good classification. This allows good generalization even in the presence of a large number of features and makes SVM especially suitable for the classification of texts.

![Linear Support Vector Machine](image)

Figure 2 – Linear Support Vector Machine

In the figure the small crosses and circles represent positive and negative training examples, respectively, whereas lines represent decision surfaces. Decision surface \( \sigma \) (indicated by the thicker line) is, among those shown, the best possible one, as it is the middle element of the widest set of parallel decision surfaces (i.e., its minimum distance to any training example is maximum). Small boxes indicate the support vectors.

5. Evaluation Method

An important issue of document classification is how to measure the performance of the classifiers. Many measures have been used, each of which has been designed to evaluate some aspect of the classifier performance. Precision and recall are the most common measures for evaluating an information retrieval system. Precision is the proportion of returned documents that are targets, while recall is the proportion of target documents returned.

Table 1: Contingency table for category \( j \)

<table>
<thead>
<tr>
<th>Category set ( C = { c_1, c_2, \ldots, c_k } )</th>
<th>Expert judgment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classifier Judgement</td>
<td>True</td>
</tr>
<tr>
<td>True</td>
<td>TP(_j)</td>
</tr>
<tr>
<td>False</td>
<td>FN(_j)</td>
</tr>
</tbody>
</table>

Formally,

\[
P_j = \frac{TP\(_j\)}{TP\(_j\) + FP\(_j\)} \quad R_j = \frac{TP\(_j\)}{TP\(_j\) + FN\(_j\)}
\]

There are two conventional methods of calculating the performance of a document classification system based on precision and recall. The first is called micro-averaging, while the second one macro-averaging. Micro-averaged values are calculated by constructing a global contingency table and then calculating precision and recall using these sums. In contrast macro-averaged scores are calculated by first calculating precision and recall for each category and then taking the average of these. The notable difference between these to calculations is that micro-averaging gives equal weight to every document (it is called a document-pivoted measure) while macro-averaging gives equal weight to every category (category-pivoted measure).

\[
P_{micro} = \frac{\sum_{j=1}^{k} TP\(_j\)}{\sum_{j=1}^{k} TP\(_j\) + FP\(_j\)} \quad R_{micro} = \frac{\sum_{j=1}^{k} TP\(_j\)}{\sum_{j=1}^{k} TP\(_j\) + FN\(_j\)}
\]

\[
P_{macro} = \frac{1}{k} \sum_{j=1}^{k} \frac{TP\(_j\)}{TP\(_j\) + FP\(_j\)} \quad R_{macro} = \frac{1}{k} \sum_{j=1}^{k} \frac{TP\(_j\)}{TP\(_j\) + FN\(_j\)}
\]

Another evaluation criterion that combines precision and recall is the F-measure.

\[
F = 2 \cdot \frac{\text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}
\]

6. Conclusion

The classification problem is one of the most fundamental problems in the machine learning and data mining literature. Almost all the known techniques for classification such as decision trees, rules, Bayes...
methods, nearest neighbour classifiers, SVM classifiers, and neural networks have been extended to the case of text data. Recently, a considerable amount of emphasis has been placed on linear classifiers such as neural networks and SVM classifiers, with the latter being particularly suited to the characteristics of text data. Process of text classification is well researched, but still many improvements can be made both to the feature preparation and to the classification engine itself to optimize the classification performance for a specific application. Research describing what adjustments should be made in specific situations is common, but a more generic framework is lacking.
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