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ABSTRACT 
Search engines are the tools for Web site navigation 

and search. Search engines maintain indices for web 

documents and provide search facilities by continu-

ously downloading Web pages for processing. This 

process of downloading web pages is known as web 

crawling. In this paper we propose A neural network 

based change detection method in migrating parallel 

web crawler. This method for Effective Migrating 

Parallel Web Crawling approach will detect changes 

in the content and structure using neural network. 

This crawling strategy makes web crawling system 

more effective and efficient.  The major advantages 

of migrating parallel web crawler are that the analy-

sis portion of the crawling process is done locally at 

the residence of data rather than inside the Web 

search engine repository. This significantly reduces 

network load and traffic which in turn improves the 

performance, effectiveness and efficiency of the 

crawling process. The another advantage of migrat-

ing parallel crawler is that as the size of the Web 

grows, it becomes necessary to parallelize a crawling 

process, in order to finish downloading web pages in 

a comparatively shorter time. Neural network based 

change detection method in migrating parallel web 

crawler will yield high quality pages and detect for 

changes will always download fresh pages. 

Keywords: Web crawling, parallel migrating web 

crawler, search engine, neural network  

1. Introduction 

The Internet is a system of interconnected com-

puter networks. The searching and indexing 

tasks for the web are handled from applications 

called search engines. The search engines are 

divided into three parts they are search engine,  

 

the database and the web crawling system. A 

web crawler is a program that browses the Web 

in a systematic manner. The process of travers-

ing the web is called Web crawling. Web 

crawler starts with a queue of known URLs to 

visit. Migrating parallel web crawlers are spe-

cial kind of web crawlers. The Migrating Paral-

lel Crawler system consists of Central Crawler, 

Crawl Frontiers, and Local Database of each 

Crawl Frontier and Centralized Database. It is 

responsibility of central crawler to receiving the 

URL input from the applications and forwards 

the URLs to the available migrating crawling 

process. Crawling process migrated to different 

machines to increase the system performance. 

Local database of each crawl frontier are buff-

ers that locally collect the data. This data is 

transferred to the central crawler after compres-

sion and filtering which reduces the network 

bandwidth overhead. The central crawler has a 

centralized database which will contain the 

documents collected by the crawl frontiers in-

dependently. The main advantages of the mi-

grating parallel crawler approach are Localized 

Data Access, Remote Page Selection, Remote 

Page Filtering, Remote Page Compression, 

Scalability, Network-load dispersion, Network-

load reduction. 

 

 

2. Literature survey 

In [13], the author demonstrated an efficient 

approach to the “download-first process-later” 

strategy of existing search engines by using 

mobile crawlers. In [14] author has implement-

ed UbiCrawler, a scalable distributed and fault-

tolerant web crawler. In [15] author presented 

the architecture of PARCAHYD which is an 

ongoing project aimed at designing of a Parallel 
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Crawler based on Augmented Hypertext Doc-

uments. In [16] the author studied how an effec-

tive parallel crawler is designed. As the size of 

the Web grows, it becomes imperative to paral-

lelize a crawling process. In [17] the author 

proposes Mercator, which is a scalable, exten-

sible crawler. [18] Presented Google, a proto-

type of a large scale search engine which makes 

heavy use of the structure present in hypertext. 

[19] Aims at designing and implementing a 

parallel migrating crawler in which the work of 

a crawler is divided amongst a number of inde-

pendent. In [20] the author has reviewed the 

various crawling techniques. [21] is an extend-

ed model for effective migrating parallel web 

crawlers with domain specific and incremental 

crawling. 

 

 

3. Issues in Migrating parallel Web 

Crawlers  

According to [1], Web crawlers of big commer-

cial search engines crawl up to 10 million pages 

per day. Assuming an average page size of 6K 

[2], the crawling activities of a single commer-

cial search engine adds a daily load of 60GB to 

the Web. One of the first Web search engines, 

the World Wide Web Worm [3], was intro-

duced in 1994 and used an index of 110,000 

Web pages. The Web is expected to grow fur-

ther at an exponential speed, doubling its size 

(in terms of number of pages) in less than a 

year [4].  Current Web crawlers download all 

these irrelevant pages because traditional crawl-

ing techniques cannot analyze the page content 

prior to page download [13].  

The following issues are important in the study 

of a migrating parallel crawler interesting: 

Quality: Prime objective of migrating parallel 

crawler is that to download the   “important” 

pages first to improve the “quality” of the 

downloaded pages. 

Communication bandwidth: Communication is 

really important so as to prevent overlap, or to 

improve the quality of the downloaded content, 

crawling processes need to communicate and 

coordinate with each other to improve quality 

thus consuming valuable communication 

bandwidth. 

 

 

 

 

 

Overlap: When multiple processes run in paral-

lel to download pages, it is possible that differ-

ent processes download the same page multiple 

times. One process may download the same 

page that other process may have already down-

loaded, one process may not be aware that an-

other process has downloaded the same page. 

 

4. Background on Neural Networks 

Artificial neural networks (ANNs) resemble the 

processing capabilities of the human brain. The 

components of neural network are computa-

tional units similar to the neurons of the brain. 

A neural network is formed from one or more 

layers of neurons. Each neuron in the network 

performs calculations that contribute to the 

overall learning process of the network. The 

neural network is parallel information pro-

cessing system that learn and store knowledge 

about its environment. The two factors that in-

fluence the performance of the neural network 

are its parallel distributed design and its capa-

bility to extrapolate the learned information. 

 

Data mining, pattern recognition, and function 

approximation are tasks that can be performed 

by neural networks. In our technique, the neural 

network is used to produce a output when an 

input values are given. The neurons of the net-

work are composed of: a set of n synaptic 

weights, an adder and an activation function. 

 

If the input signal to neuron i is xj , the synaptic 

weight associated with the interconnection be-

tween the input signal and the neuron is denot-

ed wij . A multi-layer feed forward neural net-

work consists of an input layer of non 

computational units (one for each input), one or 

more hidden layers of computational units, and 

an output layer of computational units. 

Backpropagation is the standard training meth-

od that is applied to multi-layer feedforward 

networks.  

 

The algorithm consists of passing the input sig-

nal forward and the error signal backward 

through the network.  Multi-layer feed forward 

neural networks are capable of solving complex 

problems, and the backpropagation technique is 

efficient as a training method.     
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5. Proposed Work: Neural network 

based model for Change detection of 

web pages 

Migrating parallel crawlers move to resource 

and take the advantages of localized access of 

data. Migrating parallel crawler after accessing 

a resource migrates to the next host or server or 

to their home system.  Each migrating parallel 

crawling process performs the tasks of single 

crawler that it downloads pages from the Web 

server or host, stores the pages in the local da-

tabase, extracts URLs from the content of 

downloaded pages and follows the extracted 

URLs or links. When Crawling process run on 

the same local area network and communicate 

through a high speed interconnection network 

then it is known as intra-site migrating parallel 

web crawler. When Crawling process run at ge-

ographically distant locations connected by the 

Internet or a wide area network then it is known 

as distributed migrating parallel web crawler. 

The architecture consists of central coordinator 

system and crawling process. 

 

 

Web content is dynamic in nature [22] and 14% 

of the links in search engines are broken [25]. 

At regular interval of time it is very necessary 

to refresh the data base of web pages. The pri-

mary objective is to update those documents of 

the database which has actually changed. Web 

pages are updated, rearranged or modified eve-

ry other second on the World Wide Web. Modi-

fications take place very frequently.  

 

This changing nature of the World Wide Web is 

one of the major concerns in designing the Mi-

grating Parallel web crawler. The rate of change 

varies from site to site. Therefore, managing the 

local collection afresh becomes a challenging 

task. The changes that can occur in web pages 

can be classified into following 4 major catego-

ries [23] are Structural Changes, Content level 

changes, Cosmetic changes and Behavioral 

changes. Some mechanism [24,26], used for 

change detection, does use the policy of retain-

ing cached copies of web pages which are later 

compared with downloaded web document to 

determine if there has been any change.  Here 

neural network is used to detect change in web 

pages. Proposed Algorithm is implemented in 

MATLAB. The nntool of MATLAB has been 

used to implement the proposed algorithm.  

 

 

Algorithm: Neural network based model for 

Change detection of web pages  

Change in structure of web pages 

 

a) Initially the graph is derived from web 

pages. 

 

b) Adjacency matrix A is obtained at any 

time t and Adjacency matrix B is ob-

tained at any time t’ form graph. 

 

c) Using MATLAB for detecting change 

in the structure. 

 

d) Using nntool for creating neural net-

work 

 

e) Assign input vector (v) values 

 

f) Assign target values (t) 

g) Create neural network  

h) Training the neural network 

i) The result of training  

j) Simulating the neural network 

k) Analysis of result obtained. 

 

Change in contents of web pages 

a) Change in Content vector V is ob-

tained . 

 

b) Using MATLAB for detecting change 

in the content. 

 

c) Using nntool for creating neural net-

work 

 

d) Assign input vector (v) values 

e) Assign target values (t) 

f) Create neural network  

g) Training the neural network 

h) The result of training  

i) Simulating the neural network 

j) Analysis of result obtained. 
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B= 

A= 

 

Description of Algorithm: 

Change in structure of web pages 

Neural network based model for Change detec-

tion of web pages The following method is fol-

lowed for detecting change in the structure.  

 

1. Initially the graph G1 and G2 are derived 

from web pages. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1  Graph G1 and Graph G2derived from web pages. 

2. Adjacency matrix A is obtained from graph 

G1 at any time t and Adjacency matrix B is ob-

tained from graph G2. at any time t’ 

 

 

 

 

 

 

 

 

 

 

 

 

 

MATLAB is used for detecting change in the 

structure. The algorithm is implemented in 

nntool box. The nntool box is used for creating 

neural network. Assign input vector (v) values 

V={0 0 1 1 0;0 1 0 0 0} and assign target values 

(t) t={0 1 1 10}. 

The neural network is created with name 

Changedetection along with the following Net-

work properties. The Network Type is Feed 

forward Back propagation with Input Range 

[0,1;01] and TRAINLM as the Training Func-

tion. The  

Adaptation Learning Function is LEARNGDM 

and Performance function as MSE with No of 

Layers is 2. 

 

Fig. 2  Neural Network for Detecting Change in Structure 

Training, Simulation and Analysis of Result: 

 

Fig. 3 Training of Neural Network. 
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R= 

 

 
The neural network is trained and the result of 

training is obtained. Then the neural network is 

simulated. Then the result is analyzed as  ‘1’ in 

the output vector will indicate the change in 

content and ‘0’ in the output vector will corre-

sponds to no change in content. 

 

 

 

 

 

Change in contents of web pages 

Method followed for detecting change in the 

content: Initially the web graph is derived from 

web pages. 

 

 

 

 

 

 

Fig. 4  Web Graph derived from web page. 

Obtaining content vector V1 for graph G1 at 

any time t and content vector V2 for the same  

graph G1 at any time t + t1: 

V1= (0, 0, 1, 1, 0) 

V2= (0, 1, 0, 0, 0) 

 

MATLAB is used for detecting change in the 

Content. The nntool box is used for creating 

neural network. Assign input vector (v) values 

v={0,0,1,1,0;0,1,0,0,0} and Assign target val-

ues (t) t= {0,1,1,1,0} 

The neural network is created with the name  

Changedetection and with the following Net-

work properties they are the Network Type is  

Feed forward Back propagation with Input 

Range [0,1;01] and TRAINLM as the training 

Function. 

The Adaptation Learning Function is 

LEARNGDM and MSE as Performance func 

 

 

 

tion with number of layer as 2.Neural Network 

is shown in figure given below. 

 

Fig. 5 Neural Network For Detecting Change in Content. 

 

Training, Simulation and Analysis of Result: 

 

Fig. 6 Training the Neural Network. 

 

The neural network is trained and the result of 

training is obtained. Then the neural network is 

simulated. Then the result is analyzed as ‘1’ in 

the output vector will indicate the change in 

structure and ‘0’ in the output vector will corre-

sponds to no change in structure. 

 

 

 

Fig. 7  Result Obtained. 

 

 Neural network based change detection method 

in migrating parallel web crawler will yield 

high quality pages and detect for changes will 

always download fresh pages. 
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6. Conclusions 

In this paper we proposed a Neural network 

based change detection method in migrating 

parallel web crawler will yield high quality 

pages and detect for changes will always down-

load fresh pages. 

The research directions in migrating parallel 

crawler include: 

• Security could be introduced in migrating par-

allel crawlers  

• Migrating parallel crawler could be made po-

lite  

• Location awareness could be introduced in 

migrating parallel crawlers 

This future work will deal with the problem of 

quick searching and downloading the data. The 

data will be collected and analyzed with the 

help of tables and graphs. 
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