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Abstract 

We present a Hardware/software (HW/SW) 
implementation of an artificial neural network aims at 
detecting whether or not that the targeted X ray images of 
breast contain cancerous cell. This system has been 
trained in order to approximate functions or to achieve 
classification from a limited number of data. 
We implemented our application on FPGA by using the 
soft processor NIOS II. 
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1. Introduction 

In the last decades, Breast cancer has been considered as 
the most causes of diseases in Morocco. A study [1] has 
shown that half of all affected women might die of this. 
X ray images are used in order to provide to the doctors 
information about the internal structure of the breast. It’s 
the most common used diagnosis to increase the chance 
for early detection. 
On the other hand, it has been proved that neural network 
can provide solutions to many problems in the areas of 
signal processing, pattern recognition and prediction… 
 The use of this method allows us to reproduce many 
characteristics of the human brain not present in Von 
Neumann model, such as: adaptively, generalization, low 
energy consumption and learning ability… [2]. 
In this work, the neral network that predicts whether or not 
the breast cancer exists, is adapted to run on a NIOS II 
processor. 
This paper is not dealing with the processing of the x-ray 
image of the breast. 
This paper is organized as follows: Section 2 introduces 
the artificial neuron network theory; section 3 presents the 
dataset used in the training of the ANN; section 4 shows 
the HW/SW implementation of the ANN on FPGA 
 
 

2. Structure of an Artificial Neuron Network 

The study of neural network has been inspired by the 
observation of the human nervous systems. It consists of 
approximately 10¨11 neurons (Figure 1) each with an 
average of 10¨3 – 10¨4 connections.  
The parallel computing is the secret of how the brain can 
solve and deal with problems [2]. 
 

 
 

Fig. 1 Human neuron 

The artificial neuron model (Figure 2) is proposed by 
McCulloch and Pitts [3], it attempts to reproduce the 
characteristic of transmission of signal in biological 
neurons through synapses. 
This model called also perceptron has the input vector x it 
computes a weighted sum of its components [4]. 
vk= w1x1+w2x2+……….+wIxI. 
The output of the neuron is  the result of its activation 
function: y= f(u). 
Where f is: a) a Heaviside function, b) sigmoid 
function…. 
The neurons in the MLP (Figure 3) network are organized 
in the form of layers. 
The principal characteristic of the MLP network is that 
contains a hidden layer.  [5]  
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Fig. 1  Nonlinear model of a neuron 

 
Fig. 1 Feed forward network 

The feed forward neural network contains an input layer 
and an output layer, and the layers that are between the 
input and the output are called hidden layers. 

  (1) 
 

The Back propagation [6] is an iterative algorithm based 
on minimizing the error given in eq. 1. 
The detailed algorithm is shown by the following pseudo-
code [7]: 
Given a labeled data set  : 

1. Initialize the synaptic weights to small random 
values [-0:5; +0:5]; 

{ 
2. Randomly arrange the training data; 
3.  For i = 1 to n do { 

(a) calculate (n) for j = 1 to c 

 (2) 
Where m is the total inputs number of neuron j and b its 
bias (fixed to -1). 
 
 (b) By retro-propagating the resulting errors, 
adjust the weights of each neuron j using the delta rule: 

      (3) 
 
With 

  (4) 
 

if j  output layer or 

    (6) 
 
Otherwise. Where 0 <  < 1 is a fixed learning rate and 
yi(n) the output of neuron i of the precedent layer, if it 
exists, or the  component of x otherwise. 

} 
1. Repeat steps 2 and 3 until E becomes smaller 

than a specified threshold, or until a maximum 
number of iterations is reached. 

 
 

3. Dataset 

3.1 Origin 

The dataset used for the training of our ANN was 
extracted from [8].  

3.2 The characteristics of the dataset 

3.2.1 General information 

The dataset contains 699 instances, each on has 10 
attributes. 
In this work attributes 2 through 10 have been used to 
represent instance; after calculation the possible results are 
malignant or benign. 

3.2.2 Attribute information 

The attributes extracted from the X ray images describe 
different proprieties of the breast and its composition; 
table 1 describes each attributes. 
 
We will not focus on this part in this paper. 

Table 1: Attributes 

Attribute 
 
Domain 
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Sample code number id number 

 Clump Thickness 1 – 10 

Uniformity of Cell Size        1 – 10 

 Uniformity of Cell Shape 1 – 10 

Marginal Adhesion              1 – 10 

Single Epithelial Cell Size 1 – 10 

Bare Nuclei                    1 – 10 

Bland Chromatin                1 – 10 

Normal Nucleoli                1 – 10 

Mitoses 1 – 10 

Class 2 for benign, 
4for 
malignant 

 

3.2.3 Implementation of dataset 

We have divided the dataset in three groups, the first one 
(400 samples) is used for training process, the second one 
(100 samples) for validation and 100 samples are reserved 
for testing our application. 
We have used C++ language to program our ANN, we 
created three classes: a) Neuron, b) Layer, and c) 
Network. 
We have tried multiple architecture in order to create our 
neural network, but we have fixed the first one (inputs) to 
9 neurons, and the last one (outputs) has one neuron. The 
choice of the 9 neurons in the input layer was governed by 
the fact that the number of attributes is 9 (we didn’t use 
the first attribute because it has no effect on the result), 
also the choice of one neuron in the output layer is 
justified by the reason that we want our system to give us 
only one result (the cancer is malignant or benign).  
We used the classifier error rate τ (%) as a test to choose 
the best architecture. It is considered as the number of 
misclassifications in the training (test) phase over the total 
number of training (test) instances. 

Table 1: architecture and corresponding rate of error 

ANN Arcchitecture 
 
τ (%) error rate 

ANN_
1

9-1-1 10.5 

ANN_ 9-25-10-1 4.5 

ANN_ 9-6-1 4.71 

ANN_ 9-1 8.1 

ANN_ 9-10-25-1 4.2 

 
 
From table 2we can see that best balance between number 
of neuron and the error rate is the (9-6-1) architecture. 

 

Fig. 1 Training process and calculation of weights 

We made also other architectures (4 layers, 5 layers 
(Figure 3) …) but we found that the result is the same so 
we decided to keep only the architecture of three layers in 
order to save memory. 

4. Implementation 

To implement this calculated weights we used a NIOS 
processor in order to beneficiate of the Hardware/Software 
design. 
We start by creating the Hardware core by using the tool 
SOPC Builder of Quartus, the system (Figure 4) contains 
an NIOSII as a processor, an SDRAM to store the 
attributes of the images, an LCD controller to show the 
result, keys to command the program and an AVALON 
BUS to ensure the communication between all these 
modules…

 

Fig. 1  HW core 
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The software part has been made by Eclipse, where we 
create a C program that contains the calculated weights 
(Figure 5); it starts by charging the attributes into the 
SDRAM, the attributes of one case are processed and the 
type of cancer is showed in the LCD. 

 

Fig. 1  SW implementation of the calculated weights 

 
This process is synthesized in the Cyclone II of the Terasic 
DE2-70 board. 
The table Two shows the occupation memory of our 
system and the execution time. 

Table 1: results of implementation 

System Total Logic 
elements 

Execution time 
(ms) 

ANN 7500 (11%) 1250 

 

5. Conclusion  

In This work, we have proposed a hardware/software 
implementation of an Artificial Neural Network. This 
method is divided into two parts. 
The first one: is the training step by using Linux and 
C++ for coding the Back propagation algorithm and 
the extraction of the weights of the trained system and 
the second step: by using VHDL and FPGA for the 
implementation of the calculated weights. 
The results confirm the interest to use FPGA and 
embedded systems in the implementation of 
intelligent systems used for decision support. 
As perspectives, we have tried to use inputs extracted 
from X rays images of Moroccan patients 
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