
 

 

 

 

 

 

 

Abstract 
In this paper we used the technique of 

wavelets with fuzzy logic to forecast 

enrollment of Alabama university from 1971 

to 1994 where data were taken and analyzed 

by using wavelets, then logic , and we used the 

mean square error (MSE) to compare the 

forecasting results with previous different 

forecasting methods. The results were 

acceptable compared with the results of 

previous research. 

 

1- Introduction 

Time series forecasting are widely 

used in many areas, Such as economics, 

inventory, systems, statistics, etc. 

Forecasting is one of the important 

activities in business Enrollment, finance, etc. 

that helps in decision making. The Classical 

time series methods can not deal with 

forecasting problems in which the values of 

time series are linguistic terms represented by 

using wavelet and fuzzy logic. 

Wavelets turned out to be very useful 

when applied to many Problems including 

analysis and synthesis of time series in both 

time and scale [13]. Foundations of wavelet 

based analysis method were laid in the 

beginning of the 20
th
 century. Back then, in the 

 

 

 

 

 

 

 

 

 

 

 

 year 1909 Hungarian mathematician 

Alfred haar introduced his two-state function 

in appendix to his doctoral thesis published 

later on [6] lately a very fast development of 

wavelet-based data mining [18] techniques 

may be observed. 

Fuzzy set theory is first presented by 

Zadeh (1965) for treatment of uncertain 

environment inseveral fields. Particularly 

fuzzy logic designs are well accepted and 

established for electronic devices and later 

fuzzy sets found a broad application potential 

on various studyfields [5]. Song and Chissom 

[15] introduced a theory for fuzzy time Series 

and applied fuzzy time series methods [16], 

[17] that modeled the enrollments of the 

university of Alabama, in recent years a 

number of techniques have been proposed for 

forecasting based on fuzzy set theory methods. 

Chen presented a method to forecast the 

enrollments of the university of Alabama 

based on fuzzy time series [1] . In [8] Huang 

extended Chen’s work presented in [1] and  

 

used simplified calculations with the addition 

of heuristic rules to forecast the enrollments. 

The rest of this paper is organized as 

follows. In section (2) we briefly review 

wavelet transform, in section (3) we deal with 

Definitions of the fuzzy time series. In section 

(4) we use the theory of wavelet transform and 
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fuzzy time series to propose a new method to 

forecast the enrollment of the university of 

Alabama. In section (5) we compare the 

forecasting result of the forecasting result of 

the proposed method with the existing 

methods, and the conclusions are discussed in 

this section .  

 

2-Wavelet Transform 
According to Fourier theory, a signal 

can be expressed as the sum of a series of sines 

and cosines. This sum is also called a Fourier 

expansion (see Eq. (1)).However, a serious 

drawback of the Fourier transform is that it 

only has frequency resolution and no time 

resolution. Therefore, we can identify all the 

frequencies present in a signal, but we do not 

know when they are present. The wavelet 

theory is proposed [12] 
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Mathematically , a wavelet can be defined as a 

function with a zero average: 
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Where   be a real function of real variable t. 

Condition (2) means that for any   from an 

interval (0,1) there is an interval (-T,T) such 

that [11] 
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If   is close to 0 , it may be seen that only in 

an interval (-T,T) Corresponding to this   

values   t  are different than 0 . Outside of 

this interval they must equal 0 interval(-T,T) is 

small compared to an interval   ,  on 

which a wale function is determined condition 

(2) implies that if  t  has some positive 

values , it also has to have some negative ones. 

If Haar function   , which is a two-state 

function of real variable (fig. 1) 
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Then the resulting function 
 H  

satisfies condition (2) and (3) called Haar basic 

wavelet function (fig. 2) [11] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 1 Haar funcation 
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3-Fuzzy time series definition 
In this section briefly summarizes 

basic fuzzy time series.  

 

Definition (1) 

Assume 

  ,.....)2,1,0.....(  tRtY to be a 

universe of discourse defined by the fuzzy set 

)(.)( tFtf i  consisting of 

  ,...2,1, itf i    , is defined as a fuzzy 

time series on  tY  .At that  tF  can be 

understood as a linguistic variable , where 

  ,.....2,1, itf i  are possible linguistic 

values of  tF  . [14] 

Definition (2) 

If there exists a fuzzy relationship )1,( ttR

such that  

),1()1()( ttRtFtF  where symbol 

(   ) is an operator , then )(tF   is said to be 

caused by  )1( tF  . The existing 

relationship between )(tF   and  )1( tF   

can be denoted by the expression  

)()1( tFtF   .  [14] 

 

Definition (3) 

            Let  )1,( ttR  be a first-order model 

of )(tF .If for any t,  

)2,1()1,(  ttRttR , then  )(tF  

is called a time-invariant fuzzy time series. 

Otherwise, it is called  a time-variant fuzzy 

time series.[ 4 ] 

 

Definition (4) 

         Suppose iAtF  )1( [and jAtF )( , 

the[[first [ order  univariate  fuzzy logical 

relationship can be defined as  ji AA   , 

where   iA   and     jA  are called the left-hand 

side (LHS) and right-hand side (RHS) of the 

fuzzy logical relationship respectively.[5]  

4- Anew method proposed 
In this section , we present a new 

method to forecast the enrollments of the 

university of Alabama by using wavelets 

transform and fuzzy. This method is described 

in three partitions . 

 

Partition one . 

The original data were taken from the 

university of Alabama, they were applying the 

Haar wavelet by using algorithm A which is 

described below and we get the following data 

which is explained in table (1)  

 

Algorithm  -A- 

Procedure Standard Decomposition  

(c: array [
kj 2.....1,2....1 ] of reals) 

            for dotorow j21  

            Decomposition( ]2.....1,[ krowc ) 

            end for 

            for dotocol k21  

 
Fig. 2 Modified function-the first basic wavelet function 

 

IJCSI International Journal of Computer Science Issues, Vol. 11, Issue 1, No 1, January 2014 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 162

Copyright (c) 2014 International Journal of Computer Science Issues. All Rights Reserved.



            Decomposition ( ],2.....1[ colc j
) 

            end for 

end procedure 

Table -1- The original data and wavelet 

Year enrollment wavelet 

1971 13055 1782 

1972 13563 1804 

1973 13867 -259 

1974 14696 -41 

1975 15460 3683 

1976 15311 -217 

1977 15603 3819 

1978 15861 -145 

1979 16807 2019 

1980 16919 2004 

1981 16388 192 

1982 15433 -29 

1983 15497 3943 

1984 15145 153 

1985 15163 3927 

1986 15984 -68 

1987 16859 2262 

1988 18150 2314 

1989 18970 -200 

1990 19328 -109 

1991 19337 4734 

1992 18876 7 

1993 18909 4754 

1994 18707 77 

Partition two. 

After that the data which we obtained 

from the previous partition were applied in 

fuzzy logic algorithm B which is described 

below , and we get these data in table -3- 

Algorithm –B- 

1- Define the universe of discourse  U =  ba.  

where a is the minimum value little less than it 

of the wavelet data obtained by partition one 

and b is the maximum value or little more than 

it of the wavelet data obtained by partition one. 

2- Divide  U =  ba.  into several equal-length 

intervals . nuuu ,........,, 21  where n  is the 

positive integer number . 

3- Define ench fuzzy set  iX   based on the re 

– divided intervals . 

4- Determine fuzzy logical relationships 

ji XX    where  iX   is fuzzified 

enrollment wavelet of the year   1n  and 

jX   is the fuzzified enrollments wavelet of 

the year  n ,table (2) shows fuzzy logical 

relationship . 

Table -2- fuzzy logical relationships 

77 XX   61 XX   110 XX   102 XX   

17 XX   66 XX   61 XX   210 XX   

21 XX   26 XX   66 XX    

112 XX   12 XX   16 XX    

111 XX   101 XX   
11 XX    

111 XX   210 XX   101 XX    

111 XX   102 XX   210 XX    

 

5-Divide each  interval derived in step (2) into 

four subintervals of equal length where the 

0.25 point and 0.75 point of each interval are 

used as the upward and downward  forecasting 

points of the forecasting . We use the 

following rules to determine whether the trend 

of the forecasting goes up, down or middle . 

1-If ij   , ij   and 

  0))()(( 3221 nnnn WWWW  

the trend of the forecasting will go up and we 

use rule (1) to compute the forecast value , 
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 2- If ijij  ,  and 

  0))()(( 3221 nnnn WWWW

the trend of the forecasting will go down and 

we use rule (2) to compute the forecast value 

Rule (1) 

Let 


  WWWWW nnnn )()( 3221
 

1- If jn XWW  

 )2*( 1  

or    jn XWW  

 )2/( 1  

then the trend of the forecasting of the interval 

will be upward (0.75 point) . 

2- If jn XWW  

 )2/( 1  

or   jn XWW  

 )2/( 1  

then the trend of the forecasting of this interval 

will be downward (0.25 point) , if neither of 

these cases , then the trend of the forecasting 

of this interval will be middle . 

Rule (2) 

Let 


  WWWWW nnnn )()( 3221  

1- if  jn XWW  

 )2/( 1  

or  jn XWW  

 )2/( 1  

then the trend of the forecasting of this interval 

will be downward(0.25 point) 

2- If       jn XWW  

 )2( 1  

or   jn XWW  

 )2( 1  

then the trend of the forecasting of this interval 

will be upward (0.75 point) 

If neither of these cases , then the trend of the 

forecasting of this interval will be middle . [3] 

Partition three . 

 After that the data which taken from the 

second step were be back by using algorithm 

inverse wavelet C . 

 

 

Algorithm –C- 

Procedure Standard Redecom Position 

(c:array[
kj 2..1,2..1 ] of reals) 

            for dotocol k21  

            Red composition(c[ colj ,2..1 ]) 

             end for 

             for dotorow j21  

            Red composition(c[
krow 2..1, ]) 

             end for 

          end procedure. 

 

Table-3- Actual enrollment and forecasting enrollment by 

fuzzy and wavelet of the University of Alabama 

 

Year Enrollment 
Fuzzy 

Set 

Forecast 

by Fuzzy 

and 

Wavelet 

ie  

1971 13055 X7

 
13350 295 

1972 13563 X7

 
13669 106 

1973 13867 X1

 
14155 288 

1974 14696 X2

 
14155 541 

1975 15460 X11

 
15162 298 

1976 15311 X1

 
14835 476 

1977 15603 X11

 
15644 41 

1978 15861 X1

 
15644 217 

1979 16807 X6

 
16754 53 

1980 16919 X6

 
16073 846 

1981 16388 X2

 
15978 411 

1982 15433 X1

 
15405 29 

1983 15497 X10

 
15550 53 

1984 15145 X2

 
14927 218 

1985 15163 X10

 
14803 360 

1986 15984 X1

 
15376 609 

1987 16859 X6

 
17204 345 

1988 18150 X6

 
18224 74 

1989 18970 X1

 
19050 80 

1990 19328 X1

 
18814 514 

1991 19337 X10

 
18988 349 

1992 18876 X2

 
18224 652 

1993 18909 X10

 
18526 383 

1994 18707 X2

 
18290 417 
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Table -4- A comparison of the forecasting results of different forecasting methods 
 

Proposed 

method 

Jilani[10] Chen[2] Huarng[7] Hwang[8] Chen[1] Song[17] Song[16] Enrollment Year 

13350 14464 ----- ----- ----- ----- ----- ----- 13055 1971 

13669 14464 ----- 14000 ----- 14000 ----- 14000 13563 1972 

14155 14464 ----- 14000 ----- 14000 ----- 14000 13867 1973 

14155 14710 14500 14000 ----- 14000 ----- 14000 14696 1974 

15162 15606 15500 15500 ----- 15500 14700 15500 15460 1975 

14835 15606 15500 15500 16260 16000 14800 16000 15311 1976 

15644 15606 15500 16000 15511 16000 15400 16000 15603 1977 

15644 15606 15500 16000 16003 16000 15500 16000 15861 1978 

16754 16470 16500 16000 16261 16000 15500 16000 16807 1979 

16073 16470 16500 17500 17407 16833 16800 16813 16919 1980 

15978 16470 16500 16000 17119 16833 16200 16813 16388 1981 

15405 15606 15500 16000 16188 16833 16400 16789 15433 1982 

15550 15606 15500 16000 14833 16000 16800 16000 15497 1983 

14927 15606 15500 15500 15497 16000 16400 16000 15145 1984 

14803 15606 15500 16000 14745 16000 15500 16000 15163 1985 

15376 15606 15500 16000 15163 16000 15500 16000 15984 1986 

17204 16470 16500 16000 16384 16000 15500 16000 16859 1987 

18224 18473 18500 17500 17659 16833 16800 16813 18150 1988 

19050 18473 18500 19000 19150 19000 19300 19000 18970 1989 

18814 19155 19500 19000 19770 19000 17800 19000 19328 1990 

18988 19155 19500 19500 19928 19000 19300 19000 19337 1991 

18224 18473 18500 19500 15837 19000 19600 ----- 18876 1992 

18526 ----- ----- ----- ----- ----- ----- ----- 18909 1993 

18290 ----- ----- ----- ----- ----- ----- ----- 18707 1994 

147488 227194 86694 86694 226611 321418 407507 775687  MSE 
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5- Conclusion : 
In this paper we proposed a new 

algorithm to forecast enrollment of Alabama 

university from 1971 to 1994 , where we used 

wavelet with logic and applied this method to 

predict these data. Table -3- contains 

registration data real values forecasted by 

using the method described previously . Table 

-4- included a comparison of predictions of the 

proposed method with previous methods. 

Researchers formerly used mean square error 

(MSE) to compare the forecasting results of 

different methods . Results obtained using this 

method were good compared with the methods 

used previously ; except for three values where 

error rate appeared  to be of fairly large 

compared with other values . Each value 

appeared in the range of three groups into 

which these data are . 
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