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Abstract 

Today, mining association rule is one of the important data 
mining algorithms which enable managers to make correct 
decisions based on the knowledge obtained from the detected 
patterns by databases. Traditional algorithms of discovering 
association rules such as Apriori and FP-growth may extract 
millions of rules from databases, many of which are useless, and 
this issue causes managers to face difficulty to make correct 
decision. One of the main challenges of rule discovery is 
presenting a method which can extract useful and approach 
optimal rules. In this paper, attempts were made to present a new 
method for useful and optimal mining of association rules in 
database using binary genetic optimization algorithm. The 
presented method was implemented by MATLAB R2010b 
programming language and SQL SERVER 2008 database. 
Obtained results indicated that the presented algorithm had a high 
capability in mining optimal association rules and one of the 
fortes of this method combing with the previous ones was its 
ability to discover rare rules in large databases.   
Keywords: Association rules, Discovering association 
rules, Genetic algorithm, Support, Confidence. 

1. Introduction 

Progress its technology in information field, all types of 
databases have been made for storing information. 
Therefore, it is increasingly important to analyze these 
databases for discovering hidden rules [1]. Data mining 
techniques [1-3] have provided important tools for users in 
the recent decade. Task of data mining is to extract 
meaningful information and useful patterns from databases. 
The knowledge which is obtained from a high volume of 
data is useful and important [2] and should be accurate, 
legible and understandable [3]. According to MIT 
University, novel data mining knowledge is one of the ten  

 
 
developing knowledge areas which will confront the 
upcoming decade with a technological revolution. Today, 
this technology is widely used in different fields so that 
there is no restriction for this knowledge application and 
working fields of this knowledge range from particles in 
the floor of oceans to heart of the space. This technique has 
been successfully applied in commercial, scientific, 
medical and other fields [1]. Stages of knowledge 
discovery using data mining are as follows [4]:  
 

 
Fig.1 Stages of knowledge discovery 

 
An important data mining algorithms is discovering 
association rules. This method can discover hidden rules 
and dependent characteristics and play an important role in 
decision making [1]. Discovery method of association rules 
in a database can produce many rules. Thus, it is very 
important to find efficient and optimal dependent rules in a 
database [3, 5]. Apriori algorithm is the most well-known 
algorithm for discovering association rules, which has a 
very important weakness; these algorithms may produce 
millions of rules in a large database, most of which are 
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non-useful; therefore, it can be said that these algorithms 
are less efficient in large databases [6]. Thus, there is a 
need for a method which can discover efficient and optimal 
rules in large databases so that managers can make more 
effective decisions using these optimal rules. Genetic 
algorithm [3,7] is one of the optimization methods. Its 
working scope is very widespread and use of this method 
has been expanded for optimizing and solving problems 
with the progress of sciences and technology; this 
algorithm can be used for optimizing association rules [3].  
In this paper, a method was presented for discovering 
efficient and optimal patterns and rules in databases using 
binary genetic optimization algorithm [8]. In this method, 
binary conversion was first done on the data and then the 
chromosomes were made considering binary data. 
Afterward, binary genetic algorithm was applied to 
discover optimal rules in the database. Strength of this 
algorithm was finding of efficient and optimal rules along 
with rare rules in the database. Rare rule is a rule which has 
the highest value considering cost function; this rule may 
not be discovered in traditional data mining algorithms 
although they can greatly help managers in decision 
making.  
 

2. A review of the performed activities   

Considering that Apriori algorithm takes long time finding 
association rules, its computational efficiency is an 
important issue. There have been many articles all about to 
substantiate Apriori’s efficiency. Avasere et al. [9] in this 
way has presented an algorithm called partition one which 
basically different from traditional one. This algorithm 
scans the database once for finding strong item sets. Then, 
supporting value for all the item sets is calculated in the 
second turn of scanning. Accuracy point of Partition 
algorithm is that strong item sets appear at least in one 
section.  
Park et al. [10] introduced DHP algorithm in 1995. DHP is 
a derivation of Apriori algorithm with a series of additional 
controls. On this basis, DHP uses Hash table, which helps 
candidates to be limited. DHP includes two important 
characteristics: efficient construction of strong item sets 
and effective reduction in database size by discarding its 
characteristics. Toivonen et al. [16] presented a sampling 
algorithm in 1996, which was related to finding association 
rules according to reduction in the database activity. DIC 
algorithm was introduced by Brin et al. [11] in 1997. DIC 
divides database to several sections called start points. In 
each start point, DIC algorithm specifies a support value 
for all the item sets and discovers patterns and rules.  
Pincer search algorithm was introduced by Lin et al. 
(1998). This algorithm can efficiently discover item sets 
with the highest frequency [12]. In 2001, Yang et al. 

introduced an efficient method based on Hash which was 
called HMFS. HMFS combines two methods of DHP and 
Pincer search method. A combination of these two methods 
provides two important results: one is HMFS method 
which can reduce the number of database scan and another 
can filter iterative item sets for finding the largest iterative 
item set. These two algorithms can filter total time of 
computation for finding the largest iterative item set [13].  
In recent years, genetic algorithm has been used for 
discovering association rules [15, 16]. In [14], weighted 
items were used for showing the importance of unique item 
sets. Using these weighted items in fitness function of 
genetic algorithm discovery, value of different rules is 
determined. This algorithm can find a suitable threshold 
limit for discovering association rules. In addition, Saggar 
et al. presented a method for optimizing discovered rules 
using genetic algorithm. The importance of their work was 
that it could predict the rules which had negative 
characteristics [17].  
In [3], a new method was presented for making all positive 
and negative association rules called NRGA, which made 
all hidden rules using Apriori algorithm. In this paper, 
names such as CNR, ANR and ACNR were considered for 
representing negative rules. Also, correlation coefficient 
equation was modified; therefore, all of its obtained rules 
were promising. Weakness of this paper was long time and 
dependence on Apriori algorithm.  
 

3. Genetic optimization algorithm 

Genetic algorithm is inspired by genetics and Darwin's 
theory of evolution and is based on survival of the fittest or 
natural selection. A common application of genetic 
algorithm is its use as an optimizing function. Genetic 
algorithm is a useful tool for pattern recognition [3,18], 
feature selection, understanding image and machine 
learning. In genetic algorithms, genetic evolution of 
organisms is simulated.  
Genetic algorithms can be regarded as a directed random 
optimization method which gradually moves toward the 
optimal point. Regarding features of genetic algorithm 
compared with other optimization methods, it can be said 
that it is the algorithm which can be applied to any problem 
and has proved efficiency for global optimum finding 
without any knowledge of the problem and any limitation 
on type of its variables. This method is able to solve 
complex optimization problems when classic methods are 
neither applicable not reliable for finding global optimum.  
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Fig.2 Flowchart of binary genetic algorithm [8] 

 
In 70s, a scientist from University of Michigan, John 
Holland, introduced the idea of using genetic algorithm in 
engineering optimizations. The main idea of this algorithm 
is transfer of hereditary traits by genes. Genes are pieces of 
a chromosome which have the required information for a 
DNA molecule or a polypeptide. In addition to genes, there 
are different types of different regulatory sequences on 
chromosomes which participate in replication, 
transcription, etc. [19, 20].  
Now, it can be mentioned that genetic algorithm is the tool, 
using which a machine can simulate natural selection 
mechanism. This action is performed by searching in 

problematic case for finding better and not necessarily 
optimal responses. Genetic algorithm can be called a 
general searching method which imitates natural biological 
evolution rules. In fact, genetic algorithms use Darwin's 
natural selection principles for finding an optimal formula 
for predicting or adapting patterns. Genetic algorithms are 
almost good options for regression-based prediction 
techniques [8].  
Similarly, genetic algorithm method starts with specifying 
decision variables, objective function and limitations. In 
Figure 2, flowchart of binary genetic algorithm is presented.  
Objective function attributes a quantitative value to a set of 
special values for variables (chromosomes). Using 
objective function, optimization algorithm is directed 
toward improving values of the variables to reach optimal 
value of objective function. Genetic algorithm method 
starts with specifying a set of chromosomes; each of which 
is a chain of continuous genes and each gene indicates a 
decision making variable of the problem [8]. 

4. Discovering association rules 

Agarwal et al. introduced issue of mining association rules 
in 1993 [21]. A positive association rule as if A→B where 
A and B indicates item set (I) and each item set includes all 
items of {i1, i2, …, in}. In database D = {T1, T2, . . ., Tk}), 
it can be shown that a customer purchases product B after 
A has purchased A provided that A∩B = Ø. Association 
rule mining should be based on two parameters of 
confidence and support. Each rule is useful when value of 
these two parameters is close to the threshold limit 
determined by the user. Definition of two parameters of 
confidence and support is as follows [3]:  
1) Minimum support: Finding item sets, the support value 
of which is higher than the threshold limit.  
 

 Support (A → B) =P (A B) =             (1) 

 
2) Minimum confidence: Finding the item sets, confidence 
of which is above the threshold limit:  
 

 Confidence (A → B) =p (B|A) =      (2) 

 
A better rule is the one which has high confidence and 
support values and the rules with high confidence and 
support values should be sought. 
 

IJCSI International Journal of Computer Science Issues, Vol. 11, Issue 1, No 1, January 2014 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 125

Copyright (c) 2014 International Journal of Computer Science Issues. All Rights Reserved.



 

 

Fig.3 Flowchart of discovering association rules using binary genetic 
algorithm  

5. The proposed algorithm 

Performance stages of the present research are based on 
Figure 3. The proposed algorithm includes of three parts: 
1) preprocessing; in all papers and researches which have 
been conducted on data mining, data collection and 
preprocessing are among the main stages and devote the 
longest time and highest cost to themselves [22], 2) binary 
conversion; in this stage, binary equivalent of the 
information is obtained and 3) application of binary genetic 
algorithm; in this stage, application of the proposed 
algorithm to the preprocessed data is discussed. In this 
stage, initial population of genes is made and fitness value 
of each gene is calculated. Finally, GBest is selected from 
among this population and is introduced as a rare rule. 
When applying the algorithm, each rule which is larger 
than the threshold limit is introduced as an optimal rule.  
The initial material used in data mining is data. For this 
reason, the cornerstone of good data mining operations is 
application and access to good and suitable initial data. It is 
very difficult to collect and prepare data [22]. In the present 

research, data stored in Zoo database [3, 24] were used. 
This database was obtained from UCI site. In this site, 
different universities have placed databases for applying 
data mining algorithms. Zoo database had 101 records of 
information for different animals. Each record had 18 
features. In this paper, six binary features were used.  
As mentioned above, binary genetic optimization method 
was used for producing hidden rules in the proposed 
algorithm. Before a genetic algorithm can be executed, the 
related problem should be properly coded or represented. 
The most common method of representing chromosomes in 
genetic algorithm is binary strings. Each decision making 
variable becomes binary and then chromosome is created 
by juxtaposing these variables. Each chromosome in this 
proposed method indicated a rule and each rule was 
composed of two consequent and antecedent parts. Figure 4 
shows a chromosome [22]; white section is antecedent and 
gray section is consequent. Each one of the cells in the 
antecedent or consequent indicates a field of database. 
Values of these cells are numbers on the basis of 2, which 
is a value for the desired field in database. 
 

Field5Field4 Field3 Field2Field1

Field5Field4 Field3 Field2Field1

Fig.4   Representing a chromosome  

For example, Figure 5 represents the following rule or 
condition: 

IF (tail= 1 AND milk= 1) → (   hair= 1,   toothed= 1) 
 

0 0 1 0 1 

1 0 0 1 0 
Fig. 5 An example of a chromosome in the desired database 

 

As observed above, the information available in each field 
should be converted into its binary code. The following 
algorithm was used for converting information into binary: 

For each column in Table of Data Base 
      count_field (i) = The number of DISTINCT value 
               in    each column  
        bitarray (i) = [log2(count_field(i))]+1 
 
In this algorithm, all fields of the related table are met in a 
loop and the number of unique elements of i-th field is 
obtained and placed inside the variable count_field(i). 
Then, the number of necessary bits for i-th field is obtained 
considering count_feild(i). This value is added to 1 and 
placed in bitarray(i). The reason of summing is that the 
number of bits should be more to show the number of 
elements in i-th field to increase probability of lack of 
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involvement of a field in a rule. Now, the i-th field has 
bitarray(i) cell in each chromosome and each cell can be 
zero or one and i-th field of each chromosome can indicate 
zero number up to 2bitarray(i). Assume that numerical 
value corresponding to binary bits of i-th field is equal to 
M; then: 
 
 If 0< M <=2bitarry(i)-1, then i-th field participates in the 

rule made by the chromosome.  
 Otherwise, i-th field does not participate in the rule 

made by chromosome.  
 
For example, in Bank Marketing database, after 
discretization, field Age has three values of 1 (15 to 34), 2 
(35 to 50) and 3 (larger than and equal to 51). Now, 2 
binary bits are considered for showing values of this field, 
in which numbers are like Table 1.  
 

Table 1: An example of binary conversion  
Concept  Binary value 

Means no participation of field Age in the rule 00 

Participation of field Age in the rule with value 1
(15 to 34) 

01 

Participation of field Age in the rule with value 2
(35 to 50) 

10 

Participation of field Age in the rule with value 3
(larger and equal to 51) 

11 

 
 
To implement the proposed algorithm, MATLAB software, 
version R2010b, was used. Considering the abilities, this 
software can implement the proposed algorithm. In the 
proposed algorithm, MATLAB diagrams were used for 
representing movement of chromosomes toward the best 
target. 
 
 

5.1 Designing fitness function  

Directing the chromosome inside the population toward an 
optimal response is done using fitness function. it is usually 
assumed that the chromosome with the largest fitness value 
is the best chromosome. In the proposed method, A and B 
were the characteristics participating in the antecedent and 
consequent parts of the rules, respectively, which were 
obtained using the corresponding chromosome decoding 
according to the previous section. In this paper, coefficients 
of confidence and support were obtained for the rules as 
follows:  
To produce rules as if A   → B, the following two criteria 
were used in function Cost (P) to measure quality of 
association rules:  

 

 Support =                          (3) 

 Confidence =                       (4) 

Where N is total number of transactions and SUPP(A B) 
is frequency of items A and B in total transactions. 

Function Cost (P) obtains value of confidence and support 

for each chromosome. After sending particles to fitness 
function, the chromosome which has the highest fitness 
level is used for moving other chromosomes toward the 
most optimal rule. To measure value of each chromosome 
or rule, a criterion is required which specifies value of that 
chromosome or rule considering confidence and support 
values. Fitness function was defined in this research as 
follows [3, 22, 23]:  
   

Fitness= α1*Support +α2*Confides – α3*NA      (5) 
 
where NA is the number of characteristics participating in 
the produced rule and coefficients α control effect of each 
parameter inside fitness function. If the user needs, they 
can be regulated as desired. As shown above, the first and 
second parts of this function are related to calculation of 
support and confidence values of the produced rule. It 
seems necessary to consider these two components 
together for calculating fitness of the produced function 
because confidence or support degrees alone cannot be a 
criterion for judging quality of the produced rule. It is 
evident that the rule has high quality when these two 
factors have high value. On the other hand, it is known 
that the probability of redundant characteristics which 
reduce quality of the produced response is high in rules 
with large length. As a result, the third section produces 
the rules with relatively short length and higher legibility, 
understandability and quality, which are of special 
importance in data mining.  
 

6. Results of simulation and analysis of the 
proposed algorithm  

Genetic algorithm applies survival of the fittest on a series 
of responses of the problem with the hope for obtaining 
better responses. In each generation, better approximates of 
the final response are obtained using the operators which 
have imitated natural genetics. This process causes new 
generations to be more compatible with conditions of the 
problem. Considering characteristics of the genetic 
algorithm, it can be said that the proposed method had high 
ability to discover association rules. Zoo database was used 
to test the proposed algorithm and the obtained results were 
compared with the algorithms [3]. The proposed algorithm 
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was called GBAR. First, parameters of the algorithm were 
regulated as follows:  
 

Table 2. Parameters of GBAR algorithm 
 for discovering association rules  

Threshold 
limit of 

confidence  

Threshold 
limit of 
support 

α 1 α2 α3 Number of 
frequencies  

Population 
size  

Parameters  

0.5 0.2 0.8 0.8 0.2 100 70 Values  

 
The chart below shows, the proposed algorithm has been 
applied to Zoo database. In this section of the algorithm, 
iterative rules and rules with lower degrees of confidence 
and support than what was specified in Table 2 were 
eliminated from the produced rules and the remaining rules 
were introduced as final rules. Final optimal rule which 
was found by particles was introduced as rare rules. Then, 
results of the proposed algorithm were described. In 
Diagram 1, optimization manner of chromosomes toward 
the best state is shown.  
 

 
Diagram 1. Mean support of chromosomes 

 

 
Diagram 2. Mean confidence of chromosomes  

 
As mentioned above, Apriori algorithm may extract many 
rules from a database, most of which are not useful or may 
not be able to discover many rules that are important for 

managers. Apriori algorithm was applied to the desired 
database. Considering memory leakage, this algorithm 
extracted 40000 rules and, when the results were filtered 
based on the threshold limit of Table 2, this algorithm only 
could discover 16 useful rules. Mean confidence of the 
rules discovered by Apriori was equal to 0.7; but, mean 
confidence of the discovered rules was equal to 0.84, which 
indicated that the proposed algorithm was able to discover 
rules with better confidence coefficient than Apriori 
algorithm. In Diagram 3, the rules discovered by these two 
algorithms are shown.  

 
Diagram 3. Rules discovered by two Apriori and BGAR algorithms 

7. Conclusion  

Today, mining association rules is an important data 
mining algorithms. Traditional algorithms for discovering 
association rules like Apriori and FP-growth may extract 
millions of rules from database, most of which are not 
useful and cannot help managers to make decisions. One of 
the important challenges of discovering association rules is 
presentation of a method which can extract useful, optimal 
and efficient rules. In this paper, a new method was 
presented for mining useful and optimal association rules in 
database using binary genetic optimization algorithm. The 
obtained results showed that the presented algorithm had 
high ability to mine optimal and efficient association rules 
which could be very useful for managers in decision 
making. One of the strengths of this method compared with 
the previous methods was its ability to discover rare rules 
in large databases.  
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