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Abstract QoS-oriented approach; concept which consists to estimate the
Optical burst switching (OBS) technology is one of the promisingavailability of the needed resources to transmit a given input
solutions for the next generation Internet backbones. One of thgaffic while ensuring the required QoS in terms of delay,
major igsues in the dgsig.n. of optical burst-switched networks is thgaffic loss, and delay variation (gigue). The presented study is
estimation of the availability of network resources needed for thfnainly based on the development of an analytic model to
transmission of an input traffic while ensuring the required quality of__,. P
ﬁstlmate resources availability in an OBS network based on a

service (QoS). A few works have addressed the availability issue . . : .
the design of OBS networks. In this paper, we present a novel scheiavel OBS node architecture suitable for contention resolution

to estimate resources availability in an OBS network based on noddd QoS provisioning [6]. Mainly, we present a mathematical
architecture suitable for contention resolution and QoS provisionindool to estimate the probability that the network or a network
We develop a mathematical model to estimate the probability that tteevice is unavailable at a given point of time or during a time
network or a network device is unavailable at a given point of time oslot. Basically, we analyze the probability of unavailability of

during a time slot. Also, we perform a simulation study to validatghe transmission and buffering units which constitute the most
the proposed schgme and give an idea aboqt thg effects of somﬁ’portant components of an OBS node. Also, we develop a
network and traffic parameters on the availability of networksimulation study to validate the proposed scheme and give

resources and the provided QoS. some numerical results about the resources availability of the
Keywords: OBS, QoS, R Availabilit - .
+ QoS, Resources Availability considered OBS network architecture.

1. Introduction The remainder of the paper is organized as follows. Section 2
discusses the main aspects of the considered OBS network

Among the promising solutions for next generation Interne@rchitecture. Section 3 presents the analytic model developed
backbones, one can consider the optical burst switching (OB help an efficient mathematical analysis of OBS network
technology [1, 2]. Unfortunately, the current state of thisr@sources availability. Section 4 focuses on the estimation,
technology cannot support the management of a suitable Q&ough simulation and mathematical analysis, of the
Support’ which may constitute a major Cha”enge in Servicévallablllty of the main transmission resources in the
offerings over WDM. One of the major issues in theconsidered OBS network architecture. Section 5 concludes the
development of OBS services is the estimation of the networRaper.

resources availability. The availability of network resources

addresses two aspects: the availability of optical devices a&d .

the availability of services. While the former is addresse . OBS Network Architecture
based on statistical behavior of the network devices, the latter

should consider the stack of protocols involved in conductin% 1 OBS Node Architecture

the resource allocation and reservation in addition to the’
estimation techniques used to report on the system state fo

. 2 complete description of the OBS network architecture
decide about the availability.

considered in this paper can be found in [6]. As it is illustrated
. . in figure 1, an OBS node architecture is composed of N input/
A few works have considered the estimation of resourceg iyt ports. Each input/output port is assumed to handle
availability in optical burst switched networks [3, 4, 5, 8]. 1 tiple wavelengths using multiplexers and demultiplexers.
Nevertheless, most of the developed studies focus on the, ogs node is mainly composed of: a switching unit (SU), a
analysis and the characterization of network component@(,aiting unit (WU), a switching control unit (SCU), an input

physical failures. In this paper, we address the a"a"ab”i%rocessing unit (IPU), and an output processing unit (OPU).
issue in the deployment of the OBS technology based on a
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Figure 1: OBS node Architecture

Switching Unit: It allows the transfer of the input traffic units _ _
to the intended output channels, or to an appropriate fibet.2 Burst Assembly and Signaling Schemes

delay line (FDL) in the case of output port contention.
The JET-like signaling protocol and the burst assembly

Waiting Unit: It is composed of a set of shared multi- Mechanism proposed in [7] are extended to the context of the

wavelengths FDL buffers, used for output ports contentio§onsidered OBS network architecture. We consider a timer-
resolution. A Feed-backward FDL buffering mechanism if2ased composite burst assembly mechanism that assembles
used to allow a delayed traffic unit emerging from an EDLpackets in segments and segments in bursts. A burst is a pure
buffer to be (re)buffered, in case of successive contentionfayload composed of a set of fixed-length segments. A

WU comprises also a set of full range wavelength convertef@@gment is composed of a fixed number of packets of the same
used for EDL buffers conflicts resolution. traffic type. A traffic type is defined a set of QoS attributes in

terms of traffic loss and transfer delay. Once created, a data
Switch Control Unit: It is responsible for the supervision of Purstis preceded by a control packet, regrouping burst related
the SU activity as well as the reservation of the needegontrol information, to configure the switches along the burst's
transmission resources (e.g., wavelengths, FDL buffers). Als@ath. The following control information are considered for a
it manages signaling traffic, and it is responsible for contentioRUrst specification:
resolution. - Offset time: the period of time separating the control packet
and the associated burst transmission start.

Input Processing Unit: An Input Processing Unit is - Burgt-Length: Number of segments in the burst.

associated with each input channel. Mainly, it is responsiblgeR tinginf tion: Burst destinati d d
for the reception and the OE (Optical/Electrical) conversion of outing tntformation. burst destination edge node.

burst header packets. - Delay constraint: Burst transfer delay threshold. This
parameter is used to estimate a segment maximum blocking

Output Processing Unit: An Output Processing Unit is delay.
associated with each output channel. It is mainly used for . .
wavelength conversion in the case of contention. Also, it i€-3 Contention Resolution Scheme

used for conversion of the control packets to the optica'lA detailed d - f th . luti h
domain once treated by the SCU. etailed description of the contention resolution scheme

implemented on the considered OBS network architecture can
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be found in [6]. Based on dynamic parameters of the observestailability of the transmission and the waiting units of the
traffic, the adopted contention resolution scheme works asonsidered OBS node architecture during time gloEihally,
follows: For every data segment Si, we mainly consider twave denote byjk the departure rate of $@ata segments during
parameters: time slot |. To estimate the resources availability for a given
- Si_MBD: maximum network-wide buffering delay. input traffic type, we consider here that all traffic sub-types
- Si_BD: measured online network-wide buffering delay. generated ba$ed on the_ encurred blocking delay (BfEm)
- are managed in an identical manner.

alytic Model: Once the above assumptions are made, it
comes easy to model an output port of the considered OBS
ode architecture. The model, which is depicted by Figure 2, is
n open queuing network system composed of two stations.

is privileged. In case of contention, the privileged segment i tation 1, which represents the output port transmission unit is

: : ; M/D/w/w station with FIFO service type. Station 2, which
fg\ﬂigedtgo ;hnitiﬁfmg\;:fzb?eu tpx;sglzr;gil]’ Wil?llea:;e Ol;her:orgepresents the waiting unit is a M/D/d/d station with FIFO

wavelength is available, a FDL buffer is used. If no FDLservice discipline. The whole system is assumed to handle one
buffer is available, it is’ then dropped. Due to end-to-en&usmmers’ class, which correspond to the input traffic type.

transfer delay constraints, a data segment is dropped when Te ider th h foll db
maximum authorized blocking delay is exceeded. et us consider the path followed by a customer (segment)

through the proposed queuing network model. Received at a
The deployment of such contention resolution scheme requir he slo_t ki a_data sggment (1., customer of SUb'pr@ &an
e serviced immediately or be blocked. In the first case, the

a real time update of segments network-wide incurre . . . .
buffering delay (Si_BD). This is performed by the Signalingcustomer leaves the system after being serviced during a fixed
. ationSegtt(sgment transmission time). In the second case,

scheme through the exchange of a control message each tim W . ion 2. wh . b iced
data segment is blocked or dropped. the customer is sent to station 2, where it can be service

immediately or be dropped. In the first case, a FDL buffer is

allocated to this customer during a service tigegtt Then,

3. OBS Network Modeling the customer moves to station 1 as a customer of sub-type
ST,. Each time the customer returns to station 1, it moves to

In the following of this section, we present the analytic modethe next sub-type (STSTs,..., STy). A customer of sub-type

developed for a mathematical analysis of resources availabilitgTm Which cannot seize one transmission server at station 1

in an optical burst switched network based on the abov#ill be dropped.

presented OBS node architecture. First, we consider the o )

modeling of an OBS node. Then, we try to generalize thé-2 Model Generalization: OBS Network Modeling

developed model at a network level.

In the case of an output channel contention between twi
segments Si, and Sj, the SCU compares the differencgén
(Si_MBD - Si_BD), and (Sj_MBD - Sj_BD). The segment that°
has the lower difference is privileged. In case of equality, th&
segment of the least tolerant traffic type in terms of traffic los

Based on the queuing network system developed for OBS
3.1 OBS Node Modeling node modeling, an analytic model can be easily developed to

help an efficient mathematical analysis of an optical network
Notations and Modeling Assumptions: We consider a based on the considered OBS node architecture. In fact, each
network system with one traffic type. We suppose that time ig€twork node can be modeled by a queuing network system as
slotted, and the duration of a time slot is equal to a segmeRtesented in figure 1. The arrival rate of a given traffic sub-
transmission time (segtt). Let: I[k.segtt, (k+1).segtt], 20,  type (ST, Osj<m) at the input of a network node on a given
denotes the'ktime slot. The arrival of data segments that aréPath is equal to the departure rate of the same traffic sub-type
addressed to a specific output port of an OBS node, during & the upstream node on the considered path. The departure

" : .
time slot | ,is assumed to be a Poisson process withXate rate of ST_data segments at the INgress hode of a given path

k ) . can be estimated based on the analysis of the queuing network
(Ao ). Let m denotes a segment maximum WU-visits numbersystem proposed for an OBS node modeling as will be

Let ST, O<j<m, represents the traffic sub-type ionsisting ofpresented in the following subsection. Given the arrival rate of
data segments that have been delayed j timeshjLeenotes ST, data segments on the different paths at the input of a given
the arrival rate of STdata segments during time slgtllet w  network node n, we can estimate the total arrival rate of STj
be the number of wavelengths available at each output podata segments at the input of node n which is equal to the sum

and d the buffering capacity of the waiting unit. Let PTUNA of the arrival rates on the different path. Therefore, we can
& ; . )
and PWUNA denote respectively the probability of non estimate the total arrival rate of each traffic subtype at the
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Figure 2: OBS Node Modeling

input each network node at a given time slot. This may help X”"‘, k=0: the total segments arrival rate at the input of the
the estimation of the availability of each network node, and soyajting unit of node n during time slat |
the analysis of network resources and services availability. q)n,k k0: the total traffic intensity estimated for the

3.3 Model Analysis buffering unit queuing station at node n during time glot |

In this section, we address the analysis of an optical netwofk@sed on the queuing network system developed for a
based on the above presented OBS node architecture. vinathematical analysis of an OBS network node, the following
mainly consider the analysis of the traffic load and the traffi@Pressions hold between the considered parameters:
intensity at the input of the transmission and buffering units of
a g.iven_ network nodg n. These parameters are needed fqr the p"‘k = Segtt. ] nk (1)
estimation of the availability of the transmission and buffering
units at a given network node, and thus the estimation of .
network availability. ) nk _ Z ) n.k )

i
]

j=0

Let consider the following parameters:
nk As it is shown in expression (2), the analysis of the total
- A; , (gj=m, k=0: the total arrival rate of $Tata segments segments arrival rate at the input of a network node n requires
a the input of the transmission unit of network node nthe analysis of the total arrival rate of the different traffic

du[ing time slot. subtypes STj, §<m. This requires the analysis of the

n _ _ e

-\, k=0: the total segments arrival rate at the input of thedeparture rate of $Tata segments during time SWg:_él‘)t ;hke
transmission unit of node n during time slot | upstream node (n-1) on each path p crossing noge n,

- pn'k, 1<nsL, k>0: the total traffic intensity estimated for the k=0, n>1.

transmission unit queuing station of node n during time slot .

lk. ) Let )\jn' " “and y,»n’ *“ denote respectively the arrival and the
- XJ.”‘ , 0gjsm, k=0: ST, the total arrival rate of STdata departure rate of STdata segments at node n through path p

segments at the input of the buffering unit of network node r§luring time slot |, (n>1, k=0). Based on the queuing network
during time slot . system developed for OBS node modeling, we could establish
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the following expressions for the analysis MFM, 1<n,  out through simulation and mathematical analysis based on the
O<j<m, k=0: above presented analytic model.

)\01’ i k, k>0: given as a characteristic of the received traffic al 1 Mathematical Analysis
the input of network path p (node 1) during time sjot |

k
Let recall that PTUNA  denotes the probability of non
availability of the transmission unit at a network node n during
- time slot k. The transmission unit may be unavailable due to
Lpk = aLpk-i LD (]2 Lk t i i : hysical fail d the lack of
= wavelengths (i.e., all wavelengths are busy). Let PTURRd

PTUPF" denote respectively the probability of unavailability

n,k
where PTUNA™ and PWUNA"™ denote respectively the of the transmission unit due to a physical failure and the lacks
probability of non availability of the transmission and thegf resources. Thus, we have:

waiting units of network node n during time slpt |

For 1<j<m, we have:

nk_ nk n,k
For a network node n on a given network path p, we have: PTUNA""=PTUPF ™"+ PTUFU ©)
K . .
. @ PTUPF" can be estimated based the on the analysis of the
AP = (5 PTUNA )'[" *@”‘ [] PTUNAT.(1-PWUNA )ﬂ mean time between failures (MTBF) parameter for the

transmission unit at node n [8]. Using the well known Erlang-B
Once the arrival rates are analyzed, we could estimate thiermula, we could established the following expression for the

departure rate of each traffic subtype at an OBS node g5)ysis of PTUPE :
, p, K , P, K, ’
through a network path p during time slgw,»n > yjn s

given by the following expression:

nk Wi
"Bk _ b nk pTUFU "¢ (P )k/ o
Y= A (1-PTUNA™) (5) Z(p” )/

Moreover, we have established the following expressions fo
the analysis of the input traffic rate and the traffic intensnyéUbSt'tu“m‘:J PTUPF by its expression in (10), we can obtain

. " . . o the following expression for the analysis of the probability of
relative to the waiting unit queuing station:
non availability of the transmission unit at a network node
during a given time slot
n,k n,k
@ = Segtt.y (6)

nk /wl
LR PTUNA™ = pTUpF™ + (2 [ Ay
- ™
X i)( ! (o™ ™)

As it is shown in expression (2), the analysis;(rfjl{c requires  Like the transmission unit the waiting unit, which constitutes a
the analysis 0)‘( nk , 0<j<m, k0. Based on the above presentedcrltlcal component in the design of the considered OBS node
architecture, may be unavailable due to a phyS|caI failure and
the lack of FDL buffers. Let recall that PWUNAdenotes the
probability of non availability of the waiting unit at network

nk n,k
X = A -PTUNA" (8) node n during time slot,.l Let PWUPE® and PWUPE"

denote respectively the probability of unavailability of the
waiting unit due to a physical failure and the lacks of

4. OBS Network Resour ces Availability resources. Therefore, we can establish the following
expression:

In this section we focus on the estimation of the availability of

the needed network resources to transmit an input traffic while

ensuring the required quality of service (QoS). Mainly, we

address the estimation of the availability of the transmission

and the buffering units which constitute the most |mp0rtanPWUPF can be estimated based on statistical behavior of the

components of a network node in the considered OBS netwokkaiting unit at node n. Based on the above presented analytic

architecture. The estimation of resources availability is carried

analytic model, we could establish the following expression:

PWUNZ" =PWUPE"™ + PWUFU " (12)
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model, the followin% expression could be established for the @_. ¥ > —— —b@
analysis of PWUPFE @_’ G G G o Cm_'
; N X
e (9™ (13) (5 o ®)
PWUFU " =2 —" 57 G | < |G Cy
(¢ n,k) it ’ —r —l
i=0
: Core Node @ i Edge Node

Based on (12) and (13), we obtain the following expression for
the analysis of the probability of non availability of the waiting Figure 3: Simulated OBS network configuration
unit:
edge nodes (k ..., B). Each core node is composed of two
(¢n,k)d/d, input/output ports. Each port is assumed to handle k
nk _ nk 4 ' wavelengths. A core node is also equipped of a WU with a
PWUNA™ = PWUPF i nky! i buffering capacity limited to d segments. Also, we suppose
= (¢ ) ' that OBS node devices are characterized by constant physical
failure probabilities deduced based on statistical behaviors.
Based on the estimation of the probabilities of non availabilisimulation experiments consider that, an input traffic is
of the transmission and the waiting units, we can estimate tigenerated at each input port of core nodesa@ G. The
probability of unavailability of a network service. Let traffic received at an input port of a network node is supposed
PNSNA™ denotes the probability of non availability of to be uniformly distributed between its two output ports.

network service at network node n during time slpt |
Kk, , .
PNSNAis given by the following expression:

(14)

Performance Metrics:. Two performance metrics have been
considered to evaluate the resources availability in the
considered OBS network architecture: the probability of
PNSNA’k = PTUNZ™K + PWUNAT'k (15) unavailability of the transmission unit and the probability of
non availability of the waiting unit. The following input

o nk nk ) ] . parameters have been considered for the performance
Substituting PTUNA " and PWUNA " by their expressions in - gyajyation: the mean time separating two successive bursts

(11) and (14), we obtain the following expression for the(iam), a burst length (burstl), wavelengths number (w), the

estimation of the network service non availability: buffering capacity (d), the maximum authorized WU-visits
number (m), and the physical failure probability (pfp). For all
(pnk)w/w (¢nk)d/d! (16) simulation experiments, we have considered a null value for
PNSNA‘=PTUPF + PWUPR+ 2= [+ 2 the php parameter, given that a very small value (€% @Al
)" @) have an insignificant impact on simulation results.

Simulation model accuracy: we have found it of great
4.2 Numerical Results interest to present a clear indication about the accuracy of the

developed simulation model before presenting simulation
This subsection, presents the simulation study performed {@suits. The validity of the developed simulation model is
validate the introduced scheme and present some numericghsyred by the use of random generators based on the well
Mainly, we consider the evaluation of mean values for thgnown pseudo-random numbers generator RAND. RAND
probabiliies of unavailability of the transmission and thepejongs to a class of multiplicative linear congruential pseudo-
buffering units which constitute the most important;gngom numbers generators (LC-PRNGs), which are well
components of a network node in the considered OBS netwoﬂ?oved [9]. In addition to the use of suitable random
archﬁtecture. In the sequel, we will first present the Simmat‘?@enerators, simulations experiments are conducted using
configuration and then some of the most of the obtaigppropriate sample-sizes; thus improving the credibility of the
simulation results. developed simulation model.

a) Simulation model b) Numerical Results

Simulation Configuration: Figure 3 shows the topology of | the following, we present a part of the obtained numerical to

the OBS network on which simulation is conducted. Thejive an idea about the resources availability in the considered
network is composed of N core nodes,,(C, G) and a set of  grchitecture.
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Figure 4 plots the probability of the transmission unit
unavailability versus the mean time separating two successi
burst whenk = 4 wavelengthsd = 5 segmentan = 3, pfp =
0.0, andburst length = 10 segmentshe figure shows that the
probability of the transmission unit non availability decreases
with the increase of the inter-arrival mean ti(i@n). This can

be explained as follow. The increase of bursts inter-arriva
mean timedecreases the input traffic load. This will increase
the network resources availability and so the decrease of tk
probability of the transmission unit unavailability.
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Figure 5 shows the impact of burst len¢ftlirstl) variation on
the probability of the transmission unit non availability wHen,
= 4 wavelengthsd = 5 segmentsn = 3, pfp = 0.0 andiam =
100 pus We observe that the probability of the transmission
unit unavailability increases with the increase of burst length
This is because, the increabearstl increases the network
resources occupancy and so increases the probability of the Figure 5: Transmission unit non availability vs. Burst length
transmission unit non availability.
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Figure 6 plots the probability of the buffering unit
unavailability versus the mean time separating two successi
burst whenk = 4 wavelengthsd = 5 segmentan = 3, pfp =
0.0, and burst length = 10 segment§Ve observe that the
probability of the buffering unit unavailability decreases with
the increase of the inter-arrival mean time. This is because tf
increase of bursts inter-arrival mean tiaecreases the input
traffic load, which decreases the network resources availabili]
and so decreases the probability of the buffering uni
unavailability.

3.5

[
w w

Probability of the waiting unit non availability
Lt

Figure 7 presents the impact of burst lengtbrstl) variation
on the probability of the buffering unit non availability when,

k = 4 wavelengthsd = 5 segmentsm = 3, pfp = 0.0 and 15 = - o - o
iam = 100 ps the figure shows that the probability of the Mean time separating two ive bursts (micr d)
buffering unit unavailability increases with the increase of

burst length. This is because, the incrdasestl increases the Figure 6: Buffering unit non availability vs. Inter-arrival mean time

network resources occupancy and so increases the probability
of network resources unavailability.
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Figure 4: Transmission unit non availability vs. Inter-arrival mean time Figure 7: Buffering unit non availability vs. Burst length
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5. Conclusion

In this paper, we have presented a QoS-oriented approach for
the estimation of the availability of an OBS network based on
a node architecture suitable for contention resolution and QoS
provisioning. An analytic model has been developed to help an
efficient mathematical analysis of resources availability in an
OBS network. Simulations experiments have been also
performed to validate the proposed approach and give an idea
about the effects of some network and traffic parameters on the
availability of network resources and the provided QoS.
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