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Abstract
We propose a method to animate a 3D virtual human generating keyframes of the model and interpolating to achieve a realistic animation. The first two steps refer to the human modeling, the rigging and the skinning. The third step deals with the human in a programming environment to obtain the animation by quadratic interpolation and consists of the parallel version to display the human movements. The method has shown to produce real animations of an articulated object in an easy and fast manner, optimizing the memory usage of the GPU parallel implementation.

Keywords: Computer Graphics, Object Modeling, Virtual Human.

1. Introduction

There exist graphics applications such as videogames, security programs, educational systems, that include virtual humans which we call avatars. This requires modeling, animation and scene adjustments to interact with other objects. There are several tools to help: modeling and animation packages, programming languages, libraries, game engines, physics engines. Our motivation lies on the creation of a method to facilitate the avatar modeling and animation in order to manipulate it on a programming environment to have all the geometry features available.

Three methods are commonly utilized. The first method employs 3D modeling packages, but it is limited to the environment package rules and the access to the avatar’s geometric features results complicated. The second method consists on the use of a programming language where different algorithms of modeling, rigging, skinning should be implemented, so that it requires a hard work besides the expensive computation with the matrix operations required by the articulated motion. The third method suggests the use of a game engine to import the animations obtained by a modeling package, but it requires adjustments with the affine transformations to have the avatar placed in the scene in the correct manner.

An avatar is basically a geometric object formed by polygons. The avatar can be modeled by a 3D modeling package (3D package) and it can be imported by a program of a specified Integrated Development Environment (IDE). However, the animation of the avatar generated by a 3D package causes problems when it is imported by a programming language, in particular with the translation and the rotation transformations of the articulated motion.

To animate an avatar, we require a virtual skeleton to guide the vertex movements. The mesh M of an avatar is defined by a set of n polygons and m vertices \( M=(Δ,V) \), where the set of polygons (triangles) and the set of vertices are \( Δ={Δ_0, Δ_1, ..., Δ_n} \) and \( V={v_0, v_1, ..., v_m} \) respectively. A triangle is formed by three different vertices labeled in anti-clockwise order \( Δ_i={v_i, v_j, v_k} \).

Fig. 1  Stages of the method proposed to animate an avatar in a 3D virtual environment.

The contribution of this work is the methodology to obtain an avatar animation; it starts from the modeling and finishes with the animation in a programming language environment (Figure 1). In Section 2 previous work is presented, Section 3 details the avatar modeling process, in Section 4 the animation step is described. Interpolating mathematical foundation is shown in Section 5 and the conclusion is presented in Section 6.

2. Previous Work

There exists a variety of object modeling techniques that can be classified in one of the following approaches: creative or re-constructive. The former refers to the use of a 3D modeling package such as Maya™, 3DMax™, Blender™, ZBrush™, GoogleSketchUp™. The model can have several features, as accurate as required; for instance, in medical applications bones and muscles are modeled, while in fashion applications bones and muscles are modeled, while in fashion applications bones and muscles are modeled.
second approach, the model is captured by using tridimensional scanner devices; even the mesh generated is a well approximated shape of the real human, there are some adjustments to be done.

Fig. 2. Basic human body measurements for technological design [27].

In [3], the human is scanned in specific points, defined by the human anthropometric measures. Figure 2 shows the 24 parameters of the anthropometric measures specified by the ISO-7250:2008 [27] norm which refers to anthropometry and biomechanics. The skeleton creation (rigging) implies the construction of a hierarchy of the bones, where the root node is the parent of the skeleton hierarchy and mostly is placed on the center of the avatar. Thus, the vertices of the mesh can be grouped to belong to one or more bones. Similar to the work of James and Twigg [6], we want to build a geometric transformation which approximates a sequence of the avatar’s meshes with the vertices displacements. The Skeletal Blend Skinning (SBS) method is widely utilized in videogames due to its ease of use and its efficiency in SIMD (Single Instruction Multiple Data) parallel implementation.

The bone’s motion can be achieved by applying transformations with Quaternions, Matrices, spherical coordinates among others. In the case the skeleton is unavailable, the motion can be done with the position of the vertices along the time. The motion Capture technique (MoCap) [8] consists on capturing the information from some sensors placed on a real human, who moves freely. Some research labs upload their MoCap files in Internet, such files contain the set of vertices in time \( t_0 \), time \( t_1 \), and so on: \( V^0, V^1, \ldots \). Interpolation strategies should be employed to make the transitions from \( V \) to \( V^{i+1} \).

In this work, the skeleton and the animation are created with two 3D packages. After that, the file meshes are exported: mesh in time \( t_0 \) (keyframe \( t_0 \)), mesh in time \( t_1 \) (keyframe \( t_1 \)), etc. The files obtained are utilized in a programming environment, so that the skeleton is not required anymore. Lu et. al [10] introduce a deformation that makes the transitions among meshes along the time. Other motion strategies can be achieved using procedural deformation [9] or interpolation [10].

In this work we propose a methodology to animate an avatar in an easy and rapid way in order to be used in a programming environment and then, have the geometric features completely available. First of all, the avatar is constructed; secondly, the skeleton is built (rigging), vertices are assigned to the bones (skinning). Poses are created, walk, run, swim, etc. Thirdly, in the environment program, we employ the mesh files generated to implement a quadratic interpolation to move the avatar. 3D packages used are Blender™ and MakeHuman™; programming tools are C++, OpenGL, GLSL, CUDA.

3. Modeling (Stage 1)

The 3D model is constructed by using photos or by using a 3D scanner. The Anthropometry, the biologic science to measure the human body [4], is widely used to define the parameters of the avatar. As the first option we could create a 3D avatar using a method of digital sculpture such as edge-loop, polygon handling, curves definition, Boolean operators approach [12].

Definitely, these techniques require time and skills to have an avatar model ready. We have worked in the construction of two avatars, the mayan warrior and the mayan princess (Fig. 3), which were used in the MATYA videogame [1]. We employed the polygonal handling method for modeling, the animation was constructed with Blender™ and it was imported with XNA™ game engine [21] for their adjustments in a programming environment using C#.

The second option would be to download an avatar from internet. For instance, the avatar illustrated in Figure 4 was modified to be adjusted to the application.
We use the third option: an avatar modeling package where human model templates are ready. We employ MakeHuman™ [16] which allows to create virtual humans specifying some parameters: size, sex, weight, and some of the anthropometric measures specified in Fig. 2. This model is exported in OBJ format in order to be worked with Blender™. This file contains the vertices and polygons specifications. The avatar obtained is depicted in Figure 5.

4. Animation (Stage 2)

The avatar skeleton is a hierarchical structure formed by connected bones. Each union or joint specifies a tridimensional transformation that is inherited by the children bones in the hierarchy. A bone has a position and an orientation (rotation). The skeleton is a hierarchy of bones, where two bones are connected by a joint. A bone is a matrix transformation due to it describes the transformation of a specified point.

The avatar imported by Blender™ is displayed and the skeleton is added automatically. Many people consider both, the avatar modeling and the skeleton construction as a time consuming process so that we have shown an easy way to create it. The skeleton contains 31 bones grouped in a hierarchy whose central bone is located in the torso of the avatar and it is labeled as Root. Root’s children are Hips and Spine1 located in the center of the avatar. The Hips children bones are the lower extremities: UpLeg_R and UpLeg_L.

It is important to know the avatar motion to create its poses. Bones are described with matrices as shown in Figure 6. Rotations are specified in the following expression:

\[ x' = x \cos \theta + y \cdot (-\sin \theta) \]
\[ y' = x \sin \theta + y \cos \theta \]  \hspace{1cm} (1)

4.1 Rigging

The rigging consists on the construction and motion of the skeleton. The bone includes two articulations. The \( i \) bone’s 4x4 matrix \( h_i \) is placed in local coordinates, and when it is modified to translate or rotate, the matrix transformation (or reference matrix) \( B_i^{-1} \) is obtained in skeleton coordinates.

Each joint in the reference posture is associated with a local coordinate system. In the animated posture, the joints are transformed by rotation. The transformation from the reference position and orientation of joint \( j \) to its position and orientation in the animated posture can be described by a homogeneous matrix. This matrix can be expressed as a multiplication of successive joint transformations \( M_i = h_i B_i^{-1} \) [23].

4.2 Skinning

The skinning is the process to add the vertices to the skeleton. A vertex can be assigned to one or more bones, depending on the position it occupies. There is some work about skinning such as [24], where the method proposed used the mesh deformation to be displayed with the ambient occlusion technique. Also, with graphics hardware we can find the work of Kavan [25] who introduced the skinning with dual quaternions.

The simplest deformation assign to each vertex to a joint. That is, in vertex \( v' = M_j v \), the vertex \( v \) is transformed to its new position \( v' \). \( v \) is the reference vertex associated to the joint \( i \) and \( v' \) is the position of the deformed mesh. A vertex which belongs to two bones will have 50% of weight on each of them: \( v' = w_0 M_i v + w_j M_j v \), where \( w_0 = w_j = 0.5 \). Fortunately, Blender™ makes the skinning automatically so that we could create poses moving the skeleton and therefore the mesh.
4.3 Poses

In Figure 7, three poses were created. The original mesh (left) is defined by the vertices \( V^0 = \{v_0^0, v_1^0, ..., v_{m-1}^0\} \), pose 1 (central) is defined by the vertices \( V^1 = \{v_0^1, v_1^1, ..., v_{m-1}^1\} \), pose 2 (right) is defined by the vertices \( V^2 = \{v_0^2, v_1^2, ..., v_{m-1}^2\} \).

The poses \( V^0, \ldots, V^p \) are exported to PLY or OFF files, which serve in the next stage. The type of polygon (quads or triangles) mesh is irrelevant since we are working with the vertices. This files define the vertices by its position \( X,Y,Z \) with float numbers, and the polygons by a set of integer numbers indicating the vertices of such polygon.

5. Parallel Interpolation (Stage 3)

The last stage of the methodology involves the Bézier interpolation basic concepts, the parallel implementation and the program execution.

5.1 Bézier Interpolation

The morphing method [26] consists on converting an object from an initial position to a target position, taking control points to make the transition. These control points are utilized to re-calculate the position of the vertices in time \( i \) with a transformation.

Given a set of points, we can obtain a polynomial that passes by the control points. Given a function \( f \) with known values \( v_0, v_1, \ldots, v_{m-1} \), we call the polinomial interpolation to find \( p_r(x) \) of lower degree of \( r \) that satisfies \( p_r(v_k) = f(v_k) \) for \( k=0,1,\ldots, m-1 \).

To deform a vertex from mesh \( M^i \) to \( M^{i+2} \) we apply the Bézier Interpolation, getting intermediate values to achieve a smooth transition. This is a quadratic interpolation which requires three values of the same vertex to be applied: \( M^i, M^{i+1}, M^{i+2} \).

Bézier curves are a type of splines. A spline function is formed by several polynomials, each one defined by an interval, joined by a continuity constraint. Spline curves are used to produce similar results to the polinomials, requiring a low polynomial degree and avoiding oscillations.

Given the points \( v_0, \ldots, v_{m-1} \), the \( m \) degree Bézier curve is defined as follows: a \( 3 \)-degree Bézier curve is parametrically defined by a function \( q(n) \); when \( u \) varies from 0 to 1, the values of \( q(u) \) are displaced along the curve. The formula is the following:

\[
q(u) = B_0(u)p_0 + B_1(u)p_1 + B_2(u)p_2 + B_3(u)p_3
\]  

Fig. 8. Bézier curve with 4 control points.

The \( n \)-degree Bézier curve can be generalized as follows:

\[
q(u) = \sum_{k=0}^{m-1} \binom{m-1}{k} u^k (1-u)^{m-1-k}
\]  

5.2 Parallel Implementation

According to the interpolation algorithm analysis, we decided to implement the parallel version without passing by the sequential implementation version. The avatar animation was implemented with quadratic interpolation for Bézier curves, using OpenGL and CUDA. OpenGL buffers called as VBO (Vertex Buffer Objects) can be mapped as much as required in CUDA memory spaces. The CPU-GPU data interchange is minimized by having the data in the GPU for processing (CUDA) and rendering (OpenGL).

Three keyframes are required to apply equation (2) and obtain a movement as illustrated in Figure 10. VBOs are employed to store the vertex and color of the object mesh. A VBO is required for each keyframe, therefore 3 VBOs are required for the Bézier Interpolation.

The actual position is calculated and updated in the rendering loop, calling a Bézier interpolation kernel. A kernel is a procedure executed in GPU. At the start, the three control points are initialized to indicate the vertex...
We proceed to execute the program with another Graphics Card GeForce GTX 650 with 1 GB DDR5. The kernel execution time was 30 μs with 68 fps. The time was reduced in 100 μs, a relevant enhancement. Four keyframes are illustrated in Figure 10.

6. Conclusion

A methodology to develop an avatar animation was proposed, including three stages: modeling, animation, and parallel implementation. The focus was to fill the gap of the animation methods used in 3D modeling packages and in the programming languages implementation. In the 3D modeling packages, the object’s geometry can not be easily accessed and the process becomes slow, depending on the features of the same packages. The use of programming languages implies a complicated task with the matrices and quaternions operations, and it requires a high control among the bones hierarchy.

We take the advantages of the 3D packages and the programming languages. 3D packages facilitate the modeling, rigging and skinning processing. Programming languages allows an accurate operation, immediately access to the object’s geometry, control of the animation speed, and independency of the environment (platform and libraries).

Interpolation algorithm was implemented in parallel using GPUs, obtaining $O\left(\frac{m}{\vartheta \varphi p} \right)$ time complexity. We could vary some parameters to control the animation speed. We run the algorithm in one avatar, but other avatars could be employed.

The work can be extended using other parallel programming techniques such as the use of the texture memory to reduce the memory access. Also, other interpolation methods can be utilized, with more keyframes required to have smoothy movements. Also, other 3D packages could be used, and other programming tools can be proved: OpenCL, and graphics APIs such as DirectX.
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