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Abstract 

The classical Fisher linear classification analysis is a 

well known linear classification procedure. This 

technique tends to minimize the misclassification error 

if the data set comes from a multivariate normal 

distribution. On the other hand, if the data set is 

contaminated, the misclassification error of this 

approach tends to increase. Relying on the 

classification performance of the classical Fisher’s 

technique for contaminated data set, robust Fisher 

linear classification analysis based on the minimum 

covariance determinant estimators was proposed. The 

objective of this procedure is to obtain maximum 

classification rate when the data set contain influential 

observations. This procedure only depends on the 

number of sample observations selected by the half set. 

The performance of the robust Fisher’s procedure 

strictly depends on the half set. Considering the 

classification performance of the classical and robust 

Fisher’s techniques, a robust M linear classification 

rule that utilizes all the entire data set is proposed to 

compare the classification performance of the above 

methods.  
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1. Introduction 

The Fisher linear classification analysis (FLCA) was 

introduced by Fisher (1936) when he applied it to study 

the Iris data set for two groups. This technique was 

developed when the sample size is greater than the sample 

dimension for each group. Its basic assumptions are 

homoscedasticity of the covariance matrices and normality 

of the data set.   A comparable classification rule to the 

Fisher linear classification analysis and the Wald-

Anderson classification rule was subsequently proposed 

[1, 2].   

The classical multivariate techniques including the 

FLCA was proposed based on the sample mean vectors 

and covariance matrices. The mean vectors and covariance 

matrices are the building blocks of most classical 

multivariate techniques but are susceptible to influential 

observations [3-11]. However, the classical multivariate 

techniques performs optimally if the mean vectors and 

covariance matrices are computed from normally 

distributed data [12, 13]. Based on the shortcoming of the 

mean vectors and covariance matrices, robust techniques 

were proposed to robustify the mean vectors and 

covariance matrices. In this paper, we consider robust 

Fisher technique based on the minimum covariance 

determinant estimators (MCD). The MCD is a robust 

multivariate outlier identification and rejection technique 

that depends strictly on the number of sample observations 

selected by the half set [14-17]. It is applied to robustify 

the mean vectors and covariance matrices used in 

developing the robust Fisher linear classification 

analysis[17].  The application of this robust procedure was 

generally accepted when the FAST-MCD algorithm of  

Rousseeuw (1999) was introduced [18].  

In general, irrespective of the drawbacks relating to the 

minimum covariance determinant, it still the method of 

choice to obtain robust estimates and this is due largely to 

the availability of the FAST-MCD algorithm in most 

statistical packages. In this paper, we consider robust high 

breakdown linear classification rule that does not 

downweight the influential observations. This procedure is 

based on the within group median. The covariance 

matrices of this procedure is not pooled rather the 

covariance matrix is summed to obtain the separation 

parameter. These procedures are applied to classify the 

laboratory reared Aedes Albopictus mosquitoes as male or 

female using body size (wing length) measurement.  
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The organization of this paper begins with the Fisher 

linear classification analysis in Section 2. Section 3 

contains the Fisher linear classification analysis based on 

the minimum covariance determinant estimators. The 

robust M linear classification rule is described in section 4. 

Simulation and conclusion are contained in Sections 5 and 

6. 

2. Fisher Linear Classification Analysis 

The mean vectors and covariance matrices are computed 

from the training samples. These parameters are applied to 

develop the FLCA. Based on the information provided by 

the FLCA via the training or validation samples, the 

objective is to classify an observation as belonging to one 

of the two populations. The Fisher linear classification 

rule[19] for two groups problem is defined mathematically 

as follows, 
1
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Where Eq.1 is the Fisher linear classification score ,  q  

is the  Fisher  linear coefficient, , 1,2,i i x is the within  

group mean vectors, x is the sample observation, pooledS  

is the pooled sample covariance matrices for the two 

groups and Eq. 2 is the Fisher’s comparative average 

point .  

    The computation of the Fisher linear coefficient q  is 

possible if the group mean vectors are unequal and the 

sample size for each group is greater than the sample size 

dimension. This condition is vital to enable separation and 

classification feasible. The classification score allow 

visual inspection of the separation between known groups 

of observations [20]. The separations between the group 

mean vectors can also be visualized by inspection. This 

characteristic of the Fisher linear classification analysis is 

very vital for classification purposes when the population 

have common covariance matrices. The Fisher linear 

classification rule is obtained by comparing the 

classification score with the classification average point. 

Allocation of an observation to either of the groups based 

on the Fisher linear classification rule can be described as 

follows; an observation 1x  is assign to group one 1  if 

the classification score  is greater than or equal to the 

classification average point  otherwise the observation 

1x  is assign to group two 2  if the classification score 

 is less than the classification average point . 

3. Fisher Linear Classification Analysis Based 

on the Minimum Covariance Determinant 

(FMCD) 

The MCD is not a classification technique rather it is a 

robust outlier identification and rejection technique. The 

MCD search for the subset ih  (out of iN ) of the data set 

whose covariance matrix has the minimum 

determinant[21]. The sample observations based on the 

half set are chosen from the multivariate data set to obtain 

the MCD estimates of location and scatter. These robust 

estimates are computed based on the clean data set 

selected by the half set. The robust MCD estimates of 

location and scatter are plug-in into Eq.1 and Eq.2 to 

obtain the robust Fisher linear classification rule[21]. This 

approach can be express mathematically as follows, 
1

1 2R ( ) ,mcd mcd mcdpooled mcd

   x x S x q x  (3) 

11 2
1 2

( )
R ( ) .

2 mcdpooled

mcd mcd
mcd mcd


 

x x
x x S  (4) 

The above equations constitute the robust Fisher’s 

technique based on the estimates computed from the 

minimum covariance determinant procedure. The 

parameter R denote the robust Fisher linear 

classification score, , 1,2mcdi i x  are the robust within 

group mean vectors, mcdpooledS denote the pooled common 

sample covariance matrices, mcdq is the robust linear 

classification coefficient and R  is the robust cutoff 

point. Detail description and computation of the minimum 

covariance determinant procedure is contained in [6, 14, 

22-26].  

The classification procedure is describe as follows; an 

observation 1x  in group one 1  is classify to group one 

1  if the following condition is 

satisfy, R R 0,  otherwise the observation 1x  is 

assign to group two 2  if the following condition hold,  

R R 0.   

4. M Linear Classification Rule (MLCR) 

The objective of this procedure is to obtain stable linear 

classification coefficient in order to minimize the 

misclassification error rate. It has been observed that 

unstable linear classification coefficient allows for high 

misclassification rate. To achieve the above objective, we 

modify the conventional linear classification coefficient. 

In this regard, this approach uses the square root of the 

summed covariance matrices to obtain the linear 

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 6, No 2, November 2013 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 267

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.



 

classification coefficient. The components of the M linear 

classification method consist of the within group median 

ix and the inverse of the square root of the summed 

covariance matrices which are apply as a tool for group 

separation. 

The median is a robust affine equivariant estimator. 

Like every other robust high breakdown and affine 

equivariant estimator, the median has low efficiency due 

to its high breakdown point. As noted by  [27], the median 

has bounded influence function. Stromberge (1997)[28] 

observed that the probability of the median taking the 

influential observation as it center is equal to the 

probability of taking the regular observation as it center. 

The propose technique is described as follows, 
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From the above equations, the unbiased sample covariance 

matrices Si  are computed based on the within group 

median of the sample observations. Unlike the 

conventional procedure, in this technique the variation 

between the within group median  is obtain and post 

multiply by the inverse of the square root of the summed 

covariance matrices to obtain the coefficient ,  where 

is the linear classification score. The comparative 

cutoff point  is defined as  

1 2( )
.

2





x x
    (6) 

The classification rule is obtained by comparing the 

classification score with the comparative cutoff 

point , say,  

,      (7) 

Eq.7 implies that an observation in group one 1 is 

correctly assign to group one 1  otherwise the 

observation is assign to group two 2  if the following 

equation is satisfied, 

.      (8) 

5. Simulation 

The aim of this simulation is to verify if the reared aede 

albopictus mosquitoes were correctly assigned to the 

groups it belongs based on the wing length measurements 

obtained. This simulation is performed to classify the 

laboratory reared aede albopictus mosquitoes into two 

groups (male or female) using the above procedures. 

According to the laboratory setup and analysis, Group one 

1 contains 100 unknown aede albopictus mosquitoes 

and group two 2 contains 200 unknown aede albopictus 

mosquitoes. In each group, 15 adult mosquitoes were 

randomly selected and the wing length was measured to 

determine the body size.  The preferred predictor variables 

are 1x   for large wing length and 2x  for small wing 

length. The point is that we are interested to apply these 

linear classification procedures to predict if their 

measurements were accurate. The data set was reshuffled 

using the uniform distribution (0,1)U  and divided into 

training set (60%) and validation set (40%). Detail of the 

experimental setup is contained in [29]. The classification 

mean probability and standard deviation (in bracket) of 

correct classification are reported in Table 1. The results 

reported are based on 1000 replications.  

 
Table 1: Mean probability and standard deviation (in bracket) of correct 

classification: laboratory reared aede albopictus mosquito data 

FLCA FMCD MLCR 

0.9998 

(0.0005) 

0.9415 

(0.0106) 

1.0000 

(0.0000) 

The classification results in Table 1 indicate that MLCR 

and FLCA have better recognition and classification rate 

than FMCD. The classification result showed that FLCA 

and MLCR agreed with the measurement that body size 

via the wing length can be used to determine the gender of 

aede albopictus mosquito. Thus, FMCD learn towards 

agreeing to the above conclusion.  

 

     The classification results reported in Table 1 are results 

obtained from the original data set. In the following, the 

objective is to investigate how the above linear 

classification techniques perform if influential 

observations are introduced into the data set. It is 

interesting to note that the classical Fisher linear 

classification rule performed well as well as the robust 

techniques for the above data set. In what follows, we 

introduced three influential observations into the data set 

to investigate the performance of these linear classification 

rules. In group one, we introduced one influential 

observation and group two, two influential observations, 

respectively. The aim is to observe if the excellent 

classification results obtained in Table 1 can be repeated 

by the various linear classification procedures. Table 2 

contains the classification results for this experiment. The 

classification results from Table 2 indicate that influential 

observations affect the performance of the linear 

classification rules. The classification difference tells us 

how robust the proposed technique is to the classical 
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procedures compared against. Based on this data set, the 

MLCR is the best linear classification rule compared to the 

other linear classification rules with classification 

difference 0.2412, 0.0485 over FLCA and FMCD. The 

classification difference of the FMCD over FLCA is 

0.1927. 

Table 2: Mean probability and standard deviation (in bracket) of 

correct classification: contaminated laboratory reared aede albopictus 

mosquito data 
FLCA FMCD MLCR 

0.7248 

(0.0095) 

0.9175 

(0.0125) 

0.9660 

(0.0081) 

The classification results in Table 2 indicate that MLCR 

has better recognition rate than the other linear 

classification methods considered. Comparing the 

classification performance of these techniques for the two 

Tables, we conclude that the proposed linear classification 

rule performance better than the other techniques 

considered for this data set.  

6. Conclusions 

From the simulations, we observed that the mean 

probabilities of correct classification for FLCA and 

MLCR procedures are greater than that of the FMCD 

procedure for the original data set. However, for the 

contaminated data set, the mean probability of correct 

classification for the FMCD approach is greater than that 

of the FLCA technique. Overall, the MLCR method has 

better recognition rate than the other linear classification 

techniques. The analysis revealed that the proposed 

technique performed better than the known techniques for 

this data set. 
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