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Abstract 

Opinion Mining is a promising discipline, defined as an 
intersection of information retrieval and computational 
linguistic techniques to deal with the opinions expressed in a 
document. The field aims at solving the problems related to 
opinions about products, Politian in newsgroup posts, review 
sites, comments on Facebook posts and twitter etc. This paper is 
about to covers the techniques, applications, long and short 
future research areas, Research gaps and future challenges in 
opinion mining. Further, an attempt has been made to discuss in 
detail the use of supervised, unsupervised, machine learning and 
case based reasoning techniques in opinion mining to perform 
computational treatment of sentiments. 
Keywords: Data mining, web mining, opinion mining, 
sentiment classification, supervised learning, unsupervised 
learning, CBR, machine learning, knowledge discovery in 
database, classification, clustering, sentiment analysis 

1. Introduction: 
This era is of automated systems [1] and digital 
information [2]; every field of life is evolving rapidly and 
generating data.  As a result huge volumes of data produce 
in field of science, engineering, medical, marketing, 
finance, demographic etc [3]. Automated systems are 
needed to automate analysis, summarization, and 
classification of data. It also helps at enterprise level to 
take related decisions. Multiple research fields like 
statistics, machine learning, artificial intelligence and 
visualization are involved to develop such automated 
systems [3-7]. 
A number of efficient ways are available [4] to store the 
huge volumes of data, computational techniques and 
models [8] are required to extract the hidden patterns and 
knowledge. These techniques and tools are used to 
transform the data into useful information, to make 
market analysis, fraud detection and find the customer 
intentions etc. Such computational tools and techniques 
are the subject of Knowledge Discovery in Database and 
Data Mining [4-5, 9, 10].Text mining is an 

interdisciplinary method used in different fields like 
machine learning, information retrieval, statistics, 
computational linguistic and data mining [9]to form 
mining algorithms[11]. Some researchers defined text 
mining as tool to discover the new knowledge from huge 
volume of natural language text using computationl 
algorithms. Web mining is a sub discipline of text mining 
used to mine the semi structured web data in form of web 
content mining, web usage mining and wed structre 
mining. 
 

 
Fig. 1.Data Mining Hierarchy 

This paper is organized as follows: section 2 covers 
opinion mining. Section 3 is about the levels of sentiment 
classification. Section 4 describes current and future 
research areas, research gaps and key challenges of 
sentiment classification. Section 5 defines the techniques 
of opinion mining i-e supervised machine learning, 
Unsupervised Learning, and Case based reasoning.  
 
2. Opinion Mining (O.M) 
Opinion Mining (OM), a promising discipline, defined as 
combination of information retrieval and computational 
linguistic techniques deals with the opinions expressed in 
a document [12]. The field aims at solving the problems 
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related to opinions about products, politics in newsgroup 
posts, review sites, etc [13]. There are different 
techniques for summarizing customer reviews like Data 
Mining, Information Retrieval, Text Classification and 
Text Summarization [3, 12, 13]. Before World Wide Web 
users asked the opinions of his family and friends to 
purchase the product. In the same way when 
organizations needed to take the decision about their 
products they had to conduct the surveys to the focused 
groups or they had to hire the external consultants [5, 13]. 
Web 2.0 [14], facilitate the customers to take decision to 
purchase the product by reviewing the posted comments. 
Customers can post reviews on web communities, blogs, 
discussion forums, twitters, product’s web site these 
comments are called user generated contents [12]. 
Web2.0 is playing a vital role in data extracting source in 
opinion mining. It facilitates users to know about the 
product from other customer’s reviews who have already 
used it instead of asking friends and families. Companies, 
instead of conducting surveys and hiring the external 
consultants to know about the consumers opinions, 
extract opinionated text from product web site [13,15]. 
An automated opinion summarization model is needed to 
perform these tasks. Opinion Mining or Sentiment 
Analysis is the field to extract the opinionated text 
datasets and summarize in understandable form for end 
user [15]. Opinion mining is to extract the positive, 
negative or neutral opinion summery from unstructured 
data. It involves computational management of opinion 
and subjectivity in text. It is the sub-discipline of web 
content mining, involves 
Natural Language Processing and opinion extraction task 
to find out the polarity of any product consumers 
feedback [5]. Figure 2 describes the model of O.M. 

 
 

Fig. 2.  Opinion mining Model [16] 
Opinion: is the sentiment, views or judgment about any 
object based on knowledge or experience.   
Opinion Holder: is the person, organization that 
expresses its views or sentiments about any object. 
Object: an entity (person, topic, product or organization) 
about which the opinion expressed. 

3. Sentiment Classification 
3.1 Document level 

Document level sentiment classification executed on the 
overall sentiments expressed by authors [3]. Documents 
classified according to the sentiments instead of topic. It 
is to summarize the whole document as positive or 
negative polarity about any object (mobile, car, movie, 
and politician). 
In [18] authors proposed a new approach “classification 
of opinion documents by a vote system” based on 
combining text representations using key-words related to 
bigrams. Sentiment Classification Using Phrase Patterns 
in [19] used Special tags opinion words. System 
constructed some phrase patterns and compute sentiment 
orientation using unsupervised learning algorithm. 
Proposed system achieved 86% accuracy.  
[20] Investigated perspective from which a document was 
written. They build Naïve Bayes based model and test on 
Israeli-Palestinian conflict. Their corpus consists of 
articles published on the bitter lemons website. They used 
NB-B (full Bayesian inference) and NB-M (Maximum a 
posteriori). 
For automatic analysis of the audio reviews about 
telephone [21] find the sentiment orientation from 
fragments of the messages to facilitate the classification 
task. A new approach AMOD in [22] automatically 
extracts positive or negative adjectives in the context of 
relevant domain. 

3.2 Sentence level 
Sentence level sentiment classification models extract the 
sentences contains opinionated terms, opinion holder and 
opinionated object [15,16]. It is one level deep to 
document level and just concerns to the opinionated 
words but not the features [12]. Number of positive and 
negative words counted from sentences if positive words 
are maximum then opinion about object is positive and if 
the negative words are more than opinion is negative 
otherwise neutral [1].  
To mine the customer reviews on a product [2] proposed 
unsupervised algorithm. They find frequent features 
using Apriori algorithm. Chinese WordNet set classify 
opinion words in clauses (pos, neg or neutral) to 
summarize the comments. 
 Sentence level opinion mining Using learnt patterns 
Rilloff and Wiebe [23], Subjectivity and polarity 
(orientation) Yu and Hatzivassiloglou [24],  and Finding 
strength of opinions at the clause level Wilson et al.[25], 
all these are a notable work in this regard. 
To find the strength of opinions [26] used a new idea of 
syntactic clues. They use a wide range of features to find 
the strength of opinions. The system is about to provide 
tools and support for information analysts in government, 
commercial, and political domains, who want to be able 
to automatically track attitudes and feelings in the news 
and on-line forums.  
[27] Proposed an IE system to improve subjectivity 
classification by using AutoSlog-TS extraction pattern 
learning algorithm. Opinion Analysis based on Lexical 
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Clues and their Expansion to improve combination of 
rule-based algorithms and machine learning techniques. 
[28] proposed semi-supervised learning method based on 
highly precise seed rules. Subjectivity discovered at the 
sentence level. Polarity of the sentence defined as 
Positive, Negative or Neutral as well as opinion holders 
identified. The experimental results demonstrate that 
system achieved 45% Accuracy to extract opinionated 
sentences and 35% Accuracy to identify opinion holders.  
[29]Presented a system based on conditional probabilities 
to identify an opinion holder based on an anaphor 
resolution technique to improve the performance of 
syntactic features. [31] Proposed a learning method to 
distinguish between subjective and objective sentences. 
They used only un-annotated text as their training data. It 
used Naive Bayes algorithm to classify the sentence. 

3.3 Feature based level 
In customer reviews document, reviewer express positive, 
negative or both sentiments about the object and 
attributes. Document level and sentence level 
classification does not tell the likes and dislikes of 
consumer about particular attributes of object [33]. When 
consumer comment on object (product, person, and topic, 
organization) he comment on the features of 
object[13].For example, if users commented on a Mobile 
Phone they basically comment on Camera result, LCD 
size, speaker, weight etc. On camera output 125 
comments express the positive opinions and 25 comments 
may be negative. If a new customer is interested in camera 
quality of mobile he can take decision easily to purchase 
the product or not [34]. To explore the detailed opinion 
on product or any topic, a detailed opinion mining study 
is required that is called feature based opinion mining 
[35].  
Statistical Opinion Analyzer (SOA) [13] extract the 
polarity of online customer reviews using Bayesian 
probability and frequency distribution. The proposed 
system helps the new customer to purchase the product 
and manufacturer to enhance the product’s functionality. 
Reviews crawled, preprocess, tagged (GO tagger) and 
insert in SOA to find the positive and negative opinion 
probability and frequency distribution as well. The 
proposed system originated the very promising results.  
In [37] a web based system SUMView crawled reviews 
from Amazone.com, decompose into sentences and 

tagged to find the nouns and noun phrases. Product 
features extracted using Hu and Liu (2004) method and 
top five extracted features were suggested to the users on 
the basis of frequency. The proposed Feature-Based 
Weighted Non-Negative Matrix Factorization algorithm 
[38] grouped the feature related highest probability 
sentences into clusters on the basis of Term-Sentence 
matrix and user selected feature.  
[39] Presented a system to help the tourist to choice the 
hotel by visualizing on Google map. Burst technique used 
to find the change in opinion behavior and visualization 
used to represent “good” and “bad” hotels in graphical 
form. Linear regression with rule based approach used in 
[40] to rank the product features according to their 
importance. Proposed technique divide the overall 
product’s rating into product features rating and generate 
the customer’s survey automatically. Product features and 
their along sentiment words extracted using Double 
Propagation Algorithm. [41]Introduced an unsupervised 
information extraction system OPINE for extracting the 
frequent features and polarity from customer reviews. 
OPINE works on PMI feature assessment and relaxation 
labeling to extract high-precision features and find the 
semantic orientation of potential opinion words 
respectively. [42] And [43] both had presented systems to 
extract product features but OPINE achieve 22% high 
precision than other systems.  
Opinion Observer system [44] analyze and compare 
customer’s opinion on web which is very helpful for 
manufacturer and new customers. Opinion observer 
extracted all the explicit and implicit features of product, 
create opinion segments of features. They also proposed 
a supervised rule mining technique based on language 
pattern to automatically extract the product features from 
Pros and Cons format of customer reviews.  
[48] Presented Swarm Based Features Selection for Text 
Summarization. It finds the weights of each feature based 
on selection score. Swarm optimization selects the 
features and their weights to assign score to sentences and 
selected top scored sentences as summary. 
Table 1 describes shortcomings of sentiment 
classification at documents, sentence and feature level. To 
overcome these drawbacks could be the future research 
directions in opinion mining. 

 
Table 1: drawbacks at different sentiment level 

Document level 
classification 

It does not give details of what people likes or dislikes because writer comments only the specific aspects 
of product [5]. 

It is not applicable on forums and blogs as they contains only few opinionated sentences on features of 
object.   

Document level opinion mining defines the polarity of document. But a positive phrase dose not indicates 
that the user likes everything and similarly a negative phrase does not indicate that the opinion holder 
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4. Research Areas in Opinion Mining: 
Current research is focusing on 

1. Customer Reviews for Individual Product 
Feature Based Ranking [48] 

2. Overall positive and negative polarity at 
paragraph level [2]. 

3. Ranking of best paragraph or sentence based on 
best feature and their polarity involved [50].   

4. Continuous Improvement of the algorithms for 
opinion detection [50, 51].  

5. Decrease the human effort needed to analyze 
contents [51]. 

6. Semantic analysis through lexicon/corpus of 
words with known sentiment for sentiment 
classification [28]. 

7. Identification of highly rated experts [28].  
Table 2 describes the key challenges and gaps found 
at the different levels and applications of opinion 
mining. The gaps could be the research directions for 
researchers.   

5. Key challenges and Research Questions 
of Opinion Mining 
1. Product reviews, comments and feedback could 

be in different languages (English, Urdu, Arabic 
etc ), therefore to tackle each language according 
to its orientation is a challenging task. 

2. As noun words are considered as feature words 
but Verbs and adjectives can also be used as 
feature words which are difficult to identify [2]. 

3. If a customer-A comments on mobile phone, 
“the voice quality is excellent” and customer-B 
comments, “sound quality of phone is very 
good”. Both are talking about same feature but 
with different wording. To group the synonym 
words is also a challenging task [39]. 

4. Orientation of opinion words could be different 
according to situation. For example “camera size 
of mobile phone is small”. Here adjective small 
used in positive sense but if customer parallel 
said that “the battery time is also small”. Here 
small represent negative orientation to battery of 
phone. To identify the polarity of same adjective 
words in different situation is also a challenging 
task [40]. 

5. As the customer comment in free format, he can 
use abbreviation, short words, and roman 
language in reviews. For example cam for 
camera, pic for picture, f9 for fine, gud for good 
etc.  To deal with such type of language need a 
lot of work to mine opinion [17]. 

6. Different people have different writing styles, 
same sentence may contain positive as well as 
negative opinion, so it is difficult to parse 
sentence as positive or negative in case of 
sentence level opinion mining [17]. 

7. In Bing Liu approach opinion always classified 
only in two categories positive and negative but 
Neutral opinion also expressed sometimes. Liu 
considers only adjective as opinion words but 
opinion can also expressed as adverb, adjectives 
and verb. For example “like” is a verb but also 
an opinion word. His approach finds the implicit 
features because it extracts the sentences contain 
at least one feature word. So the features 
commented by customer indirectly are ignored 
[16, 17]. 

8. Lexicon based methods use for opinion mining 
has not an effective method to deal with context 
dependent words. For example the word “small” 
can express the either positive or negative 
opinion on the product features. For a mobile 
phone if customer comments that “size of mobile 
phone is small” this sentence does not show 

dislikes everything. Just imagine for a moment, if a document containing review in which holder has likes 
the story of movie but dislikes its sound and print. The overall sentiment of the document is negative but 
the holder still likes the movie. So such kind of reviews shows the wrong classification. Similarly if some 
user dislikes the movie but likes everything else, again the review will be classified as positive due to the 
average orientation of the positive phrases [50,51].  

Sentence level 
classification 

A user can express different views in a single sentence. If a user expresses his likeness of picture quality 
and dislike the sound of the movie, the review will be ranked as neutral at sentence level. As such kind of 
the sentences the average orientation of positive and negative phrases will be equal and one cannot find out 
what user wants to convey [1]. 

Similarly if user expresses his opinion about the likeness of the movie in just one sentence and the rest of 
the sentences are expressing the user dislike some feature then the classification of the document could be 
wrong and will create negative impact [50]. 

NLP 

A drawback of the NLP approach is that it could really cut very badly if they are used grammatically 
incorrect text. Currently a large part of the web based sentiment data fall into this category, methods to 
detect and correct bad English, if any, would be necessary before using them on a larger scale [28]. 
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either size is positively opinioned or negatively 
[54].    

9. To finding of spam and fake reviews, mainly 
through the identification of duplicates. 

10. The comparison of qualitative with summary 
reviews and the detection of outliers, and the 
reputation of the reviewer [55]. 

11. The combination of opinion with behavior to 
validate data and provide further analysis into 
the data ahead of opinion expressed [56]. 

12. The continuous need for better usability and 
user-friendliness of the mining systems [57]. 

6. Techniques used in Opinion Mining: 
Database contains the important hidden information used 
for decision making. Different databases like relational, 
object oriented, transactional and spatial databases 
consist on the complex dataset [5]. The rapid growth in 
databases has created the need to develop such 
technologies to extract the nuggets of knowledge and 
information intelligently [4,5]. Data mining techniques 
are most suitable for this purpose, these techniques 
directly refers Artificial Intelligence. Major data mining 
techniques used to extract the knowledge and information 
are: generalization, classification, clustering, association 
rule mining, data visualization, neural networks, fuzzy 
logic, Bayesian networks, genetic algorithm, decision 
tree, multi agent systems, CRISP-DM model, churn 
prediction, Case Based Reasoning and many more [57].  

 
Fig. 5: Techniques of Opinion Mining 

6.1 Supervised Machine Learning: 
Classification is most frequently used and popular data 
mining technique. Classification used to predict the 
possible outcome from given data set on the basis of 
defined set of attributes and a given predictive attributes. 
The given dataset is called training dataset consist on 
independent variables (dataset related properties) and a 
dependent attribute (predicted attribute) [58]. A training 
dataset created model test on test corpora contains the 
same attributes but no predicted attribute. Accuracy of 
model checked that how accurate it is to make prediction 
[59]. Classification is a supervised learning used to find 
the relationship among attributes. Classification model 
generate the rules in the form of IF-THEN as result from 
training data. For example a classified model executed on 
patient database and extracted many rule, one rule could 
be  

“IF (Age=65 AND Heart rate>70) OR (Age>60 AND 
Blood pressure>140/70) THEN Heart problem=yes” [60] 
Prediction hit rate is used to measure the accuracy of 
extracted rules that how true they are to make prediction 
by applying on test data. Minimum hit rate is 80%, 100% 
is not impossible but hard to achieve [60, 61]. Different 
systems and models used supervised machine learning 
techniques are as follows: 
Statistical Opinion Analyzer (SOA) [13] extract the 
polarity of online customer reviews using Bayesian 
probability and frequency distribution. The proposed 
system helps the new customer to purchase the product 
and manufacturer to enhance the product’s functionality. 
Reviews crawled, preprocess, tagged (GO tagger) and 
insert in SOA to find the positive and negative opinion 
probability and frequency distribution as well. The 
proposed system originated the very promising results.  
Linear regression with rule based approach used in [40] 
to rank the product features according to their importance. 
Proposed technique divide the overall product’s rating 
into product features rating and generate the customer’s 
survey automatically. Product features and their along 
sentiment words extracted using Double Propagation 
Algorithm. Proposed system (DPLR-R) is a two-stage 
method, first extract product features and opinion using 
the state-of-the-art product feature extraction 
algorithm. At the second stage, degenerate on the 
extracted product features and opinion units by exploiting 
overall ratings of reviews. 
Opinion summarization model construct in [58], product 
specific data extract web and extract customer reviews in 
English and Spanish. Features extracted by using 
WordNet and ConceptNet along opinion. JavaRAP for 
English and SUPAR for Spanish used to replace the 
anaphoric references with corresponding references 
contain product features. LingPipe is used to split reviews 
into sentences. Minipar for English and FreeLing for 
Spanish used to parse the sentences. SMO SVM machine 
learning and the Normalized Google Distance are used to 
assign the polarity to features. Calculate the positive and 
negative polarity percentage probability. Experimental 
results show that the proposed method is highly effective.  
[59] Presented a model that extracted data from NTCIR-
6 Chinese opinion corpus. Chi- Square is used to extract 
the subjective cues from customer reviews.  To find the 
subjectivity density from training data extracted 
subjective cues were used. Naïve Bayesian classifier 
applied with sentiment density subintervals for 
subjectivity classification. Proposed system achieved 
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high recall of multi subjective term integration and 
proved effective to distinguish objective and subjective 
features. 
To summarize customer feelings about any product, 
politician or any other object [60] used the ISREA and 
SemEval 2007 emotion wordlists based on WNA as 
training dataset. Opinion words were extracted in six 
different concepts such as ANGER, DISGUST, FEAR, 
JOY, and SADNESS. Concepts are divided into 6 clusters 
using Fuzzy-C clustering technique and then 
automatically assign the WordNet-Affect (WNA) scores 
to extracted opinions. Two steps process is used to 
classify the assignment of single WNA to each concept. 
An upgrade FOMS model on Vietnamese reviews of 
mobile phone proposed in [61]. Synonym feature words 
were grouped by using HAC clustering and semi-SVM-
kNN classification. Implicit feature words extracted using 
pre-constructed Adjective words and VietSentiWordNet 
orient the opinion words along with weights. Then 
opinion orientation for the feature in positive/ negative or 
neutral polarity based on the weight. 
Syntax based pattern (SBP) used in [62] to enhance the 
subjective feature extraction from text. Syntax based 
pattern based on four type of words adjective, adverb, 
verbs and nouns. Linguistic features are extracted using 
syntactic information and apply Maximum Entropy 
Model (MEM) Classifier to find out objective and 
subjective sentences. They compare the results with 
Pangand Lee research [63] and evaluate that their 
proposed system achieved 92.1% accuracy.  
To extract the features only from opinionated sentences 
[64] proposed an approach. Opinionated sentences 
extracted from reviews using SentiWordNet based 
algorithm. Fuzzy matching is used to handle the 
misspelling problem. Irrelevant features removed in 
sentence preprocessing step. Then extract the relevant 
explicit features from opinionated sentences using 
probability based algorithm and linguistic patterns. The 
proposed system achieved 0.908 averages Recall and 
0.927 averages Precision.  
Four machine learning techniques used for sentiment 
classification compared in [65]. Textual reviews and 
numerical satisfaction score reviews were extracted. 
Reviews were preprocessed, parsed and a dictionary 
based Naïve Count Method used to calculate polarity. 
Word based Unigram, Bigram, Chines Character Based 
Bigram and Trigram are used to extract the features. 
WBB and CBB are good in text classification using tfidf-
c as feature weighting but on the whole Naïve Bayes 
Classifier achieved best performance under all 
conditions.  
[89] Proposed a method to evaluate the quality of 
information from customer reviews using Support vector 
machine algorithm. 
[90] Used SVM to explore the different domains of 
datasets. [93] Compared SVM, Bayesian classifier and 
content based N-gram modeling to classify the online 

customer reviews. They derived that SVM and Content 
based N-gram model overtake the Bayesian classifier.  
[98] is about the comparison of Artificial Neural Network 
and SVM in sentiment classification of customer reviews. 
Experimented results showed that ANN is more 
promising to apply on movie reviews than SVM 
algorithm.  
[68]Proposed a novel idea to extract the people habits, 
ideas and sentiments from twitter data. They applied the 
content analysis framework of Cheong and Lee’s to 
extract the hidden properties. Users based and message 
based extracted patterns are corpuses and clusters using 
Self-Organizing Map (SOM). Cluster visualization 
helped to find the distinguished attributes of a cluster in 
term of user contribution in specified topics. Then 
compared the SOM extracted results with k-means using 
minimal Euclidean distance results, they evaluate that 
their proposed framework is much efficient. 
A system [74] is about to mine polarity of user comments 
and preserve information during text mining process. 
Reviews crawled, preprocess and parse using Stanford 
tagger and Parser. Domain ontology applied and using 
Bayesian Classifier finally classifies the polarity of 
reviews as positive, negative or neutral.  
[75] Proposed a method to classify the overall polarity of 
call center services. They divided the call into three 
segments and find the polarity of each segment, a binary 
classifier considered to extract emotions as feature. 
Normalized Emotions Scores (NES), Normalized 
Emotion Category Scores (NECS), Last-K Emotions 
(LKE), and Dominant Emotions across M Intervals 
(DEMI) algorithms are used to classify the calls as 
positive or negative.  
[76] Proposed a kernel-based machine learning approach 
to extract sentiment at sentence level by integrated 
multiple features from syntactic and lexical levels. 
Sentiment word, adjective and verb union used as input 
sentences. Then kernel approaches based on SVM SMO 
technique applied to measure similarity between 
instances.  
Table 3 defines the different models and systems based 
on supervised machine learning techniques.  Each system 
is defined in detail by describing the used datasets, 
techniques and achieved results.   
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Table 2: Supervised Machine Learning Opinion Mining Models 

Model Dataset Technique Results  

A Feature Dependent Method for Opinion Mining 
and Classification 

amazon.com,newegg.com, 
dealsdirect.com, ciao.es, 
shopmania.es, and 
quesabesde.com 

SMO SVM machine 
learning 

Normalized Google 
Distance 

Combined Precision: 
0.79 

Combined Recall: 0.79 

Chinese subjectivity detection using a sentiment 

Density-based naive Bayesian classifier 
NTCIR-6 Chinese opinion 
data 

chi-square 

Naïve Bayesian classifier 
with sentiment density 
subintervals 

Precision: 0.242 

Recall: 0.950 

f-score: 0.386 

Enriching SenticNet Polarity Scores through 
Semi-Supervised Fuzzy Clustering 

ISREA and SemEval 2007 
emotion wordlists based on 
WNA 

WordNet-Affect scores, 
Fuzzy-C clustering 

 
Accuracy 92.15% 

An Upgrading Feature-Based Opinion Mining 
Model on Vietnamese Product Reviews 

Vietnamese mobile phone 
product reviews 

HAC clustering 

semi-SVM-kNN 
classification 

Purity = 0.7 

Accuracy = 0.72 

Entropy = 0.77 

A Study of Opinion Mining and Visualization of 
Hotel Reviews 

booking.com, 
TripAdvisor.com 

Double Propagation 
Algorithm. (DPLR-R) 

 state-of-the-art product 
feature extraction 
algorithm 

Trip advisor: naïve 
Bayes: 57%, Dyn. LM 
Classifier: 57%, 
Booking: naïve Bayes: 
44%, Dyn. LM 
Classifier: 48% 

Linguistic Features for Subjectivity classification movie review data 
Syntax based pattern  

Maximum Entropy Model 
(MEM) Classifier  

92.1% accuracy 

Mining Product Features from Online Reviews 
reviews for 5 product 

classes from Hu and Liu data 

SentiWordNet based 
algorithm  

Fuzzy matching  

Recall: 0.903 Precision: 
0.927 

 

Feature Based Opinion Mining of Online Free 
Format Customer Reviews Using Frequency 
Distribution and Bayesian Statistics 

Amazone.com 
Bayesian probability 

Frequency Distribution 
Accuracy: 72%  

A Kernel-based Sentiment Classification 
Approach for Chinese Sentences China cars reviews 

Word Kernel 
Path Kernel 
N-gram Kernel   

Precision: 80.93% 
Recall: 62.03% 
F-score: 70.23% 

A Study on Detecting Patterns in Twitter Intra-
topic User and Message Clustering 

twitter data on 2009 Iran 
Election, iPhone OS 3.0 
software launch 

Self-Organizing Map 
k-means 
 

Self-organizing feature 
map 

Featured Based Sentiment Classification for Hotel 
Reviews using NLP and Bayesian classification Indian Hotel Reviews NLP and Bayesian 

Classification Accuracy 96.09%  

Sentiment classification of online reviews to 
travel destinations by supervised 
machine learning approaches 

Naïve Bayes, SVM and the 
character based N-gram 
model 

travel blogs Accuracy 80%  

Web Opinion Mining: How to extract opinions 
from blogs? Movie Reviews AMOD approach positive:  82.6%  

negative: 52.4%  

Sentiment Identification Using Maximum Entropy 
Analysis of Movie Review Movie Review Maximum Entropy method Accuracy 85% 

Learning Extraction Patterns for Subjective 
Expressions” 

U.S. Foreign Broadcast 
Information Service data 

High precision Classifier 
 

Recall  
32.9Precision91.3 
Recall 40.1 Precision 
90.2  

Document-level sentiment classification: An 
empirical comparison between SVM and ANN 

Movies,  GPS, Books and 
Cameras review dataset 

SVM classifier 
ANN classifier 

SVM Accuracy : 0.92% 
Ann Accuracy: 0.88% 

Experiments with SVM to classify opinions in 
different domains 

Pang corpus,  SINAI corpus,  
Taboada corpus,  Pang corpus Support Vector Machines 

Accuracy: 82.90% 
SVM Unigam 3-fold 
cross validation 
accuracy 91.51% with 
TFIDF 
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6.2 Unsupervised Learning: 
In contrast of supervised learning, unsupervised learning 
has no explicit targeted output associated with input. 
Class label for any instance is unknown so unsupervised 
learning is about to learn by observation instead of learn 
by example [61]. Clustering is a technique used in 
unsupervised learning. The process of gathering objects 
of similar characteristics into a group is called clustering 
[60]. Objects in one cluster are dissimilar to the objects in 
other clusters [62]. In opinion mining different clustering 
techniques are used as follows   
To summarize customer feelings about any product, 
politician or any other object [60] used the ISREA and 
SemEval 2007 emotion wordlists based on WNA as 
training dataset. Opinion words were extracted in six 
different concepts such as ANGER, DISGUST, FEAR, 
JOY, and SADNESS. Concepts are divided into 6 clusters 
using Fuzzy-C clustering technique and then 
automatically assign the WordNet-Affect (WNA) scores 
to extracted opinions. Two steps process is used to 
classify the assignment of single WNA to each concept. 
 An upgrade FOMS model on Vietnamese reviews of 
mobile phone proposed in [61]. Synonym feature words 
are grouped by using HAC clustering and semi-SVM-
kNN classification. Implicit feature words extracted using 
pre-constructed Adjective words and VietSentiWordNet 
orient the opinion words along with weights. Then 
opinion orientation for the feature in positive/ negative or 
neutral polarity based on the weight. 
Bayes classifier and K-Means algorithm is used to 
clusters the feature words along opinions from sentence 
group in [66]. They proposed a method to conduct the 
opinion type answer questions on Web Pages The final 
extracted answers from sentences are presented in form 
of quaternion.  
An unsupervised twice- clustering technique proposed in 
[67] to categories the product features. They used three 
types of context information, full context information, 
opinion words, group information of opinion words. They 
considered top 1/3 features as active product feature from 
the group of associated opinion word features, cluster 
them using COP K-Means algorithm and convert into 
“must link” and “cannot link” constraints. The 

experiment results showed that proposed model gives 
better quality results by considering the opinion word 
context instead of full words context. 
A novel idea proposed in [68] to extract the people habits, 
ideas and sentiments from twitter data. They applied the 
content analysis framework of Cheong and Lee’s to 
extract the hidden properties. Users based and message 
based extracted patterns are corpuses and clusters using 
Self-Organizing Map (SOM). Cluster visualization 
helped to find the distinguished attributes of a cluster in 
term of user contribution in specified topics. Then 
compared the SOM extracted results with k-means using 
minimal Euclidean distance results, they evaluate that 
their proposed framework is much efficient. 
[69] Proposed a method to relatively evaluate the video 
quality. Multiple attributes like motion, saliency and 
coding artifacts are measured to evaluate the video 
quality. The artifact based signatures of video are created 
and K-Means cluster technique used to cluster the videos 
according to created signatures. To identify the cluster’s 
center closet videos Mean Opinion score calculated. Total 
34 representative clusters out of 100 were used for 
subjective assessment using Absolute Category Rating.  
Sentiment based clustering by reducing object features 
[70] crawled the customer review data from web and sum 
up the review sentences of the same product. To tackle 
the implicit features Incomplete Information System 
established. As the web data consist on the high feature 
dimensions, they adopt the feature dimension reduction 
algorithm based on discernibility matrix. They not only 
extract the product opinion along feature but predict rank 
to each aspect of product. Aggregate product sentiment 
using K-Means clustering technique and predict a rank to 
each aspect of the product. Proposed method evaluated 
the effective clustering results. [71] Proposed a novel 
method to feature level opinion mining.  Part of Speech 
dictionary and opinion words are used to extract the 
implicit and explicit features. Feature clusters created 
using K-means are based on three aspects: related opinion 
words, similarity of features and structure of features. 
Remove low frequency features (noise). Final clusters 
represented object’s polarity in one sight. Clusters are 
enhanced using background knowledge comes from 

Emotions Analysis of Speech for Call 
Classification Call center data 

Normalized Emotions 
Scores , Normalized 
Emotion Category Scores 
Last-K Emotions  and 
Dominant Emotions across 
M Intervals 

Accuracy 79%  

Which Side are You on? Identifying Perspectives 
at the Document and Sentence Levels Bitter lemons articles 

Naıve Bayes Model 
Latent Sentence 
Perspective Model 
SVM 

SVM Editors 0.9724 
NB-M Editors 0.9895 
NB-B Editors 0.9909  
SVM Guests 0.8621 
NB-M Guests 0.8789  
NB-B Guests 0.8859 
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COP-KMeans. Experimental results show that the 
proposed method is highly effective. 
A feature based opinion mining technique [72] utilize the 
syntactic dependency knowledge by differentiated 
nominal (nouns) and non-nominal (opinion words) terms. 
Data crawl from “dpreview.com”, tagged data using 
OpenNLP tagger and parse with Malt parser. Then 
clusters of nominal terms are created by factorization 
method and refined clusters of nouns are obtained. 
Experimental results are compared with baseline 
technique and showed the high accuracy.   
[73] Proposed a model to predict the subjective speech 
quality. Objective based Distance measured to represent 
perceptually-based parameter vectors to represent the 
voice part of speech. Calculated distance measures were 

mapped into equivalent Mean Opinion scores using 
regression. Self-Organizing Map a neural network 
algorithm was used to clusters the speech parameters. 
Wong et. al. [83] presented an unsupervised learning 
frame work to extract information from customer reviews 
as well as extract the knowledge based on feature based 
opinion mining. 
Table 4 defines the different models and systems based 
on unsupervised learning techniques.  Each system is 
defined in detail by describing the used datasets, 
techniques and achieved results. A comprehensive 
overview of opinion mining models based on 
unsupervised learning techniques is described in the 
following table

Table 3: Unsupervised Learning Models Of Opinion Mining 

Model Dataset Technique Results 

A Framework To Answer Questions Of 
Opinion Type 

Google, Baidu ,Yahoo, Bing 
Bayes classifier 

k-means clustering 
Accuracy: 71% 

An Upgrading Feature-Based Opinion 
Mining Model On Vietnamese Product 
Reviews 

Vietnamese Mobile Phone 
Product Reviews 

HAC clustering 

semi-SVM-kNN 
classification 

Purity = 0.7 

Accuracy = 0.72% 

Entropy = 0.77 

A Novel Product Features Categorize 
Method Based On Twice-Clustering Www.360buy.Com. 

K-Means 

COP K-Means 
Accuracy: 66% 

A Study On Detecting Patterns In Twitter 
Intra-Topic User And Message Clustering 

Twitter Data On 2009 Iran 
Election, Iphone OS 3.0 
Software Launch 

Self-Organizing Map 

k-means 
MAP Visualization 

Enriching Senticnet Polarity Scores 
Through Semi-Supervised Fuzzy 
Clustering 

ISREA And Semeval 2007 
Emotion Wordlists Based On 
WNA 

WordNet-Affect 
(WNA) scores 

Fuzzy-C clustering 
Accuracy: 92.15% 

Mining Web Videos For Video Quality 
Assessment 2,107 Youtube Videos 

Mean Opinion score 

K-Means cluster 
Accuracy: 82% 

Sentiment Clustering Of Product Object 
Based On Feature Reduction 

742 Reviews Documents 
About 13 Manufacturers And 
68 Products 

feature dimension 
reduction algorithm 

K-Means clustering 
technique 

runtime reduced:  
41.38%, sparsity  

reduced:15.69%, 

Opinion Mining Based On Feature-Level Chinese Reviews From Web 
K-means 

COP-KMeans 

Precision: 71% 

Recall: 61% 

Product Feature Mining With Nominal 
Semantic Structure Dpreview.Com 

OpenNLP tagger 

Malt parser 

factorization method 

More clusters with 
lower entropies 

An Unsupervised Method For Joint 
Information Extraction And Feature 
Mining Across Different Web Sites 

Digital Camera Domain, 

 MP3 Player 
undirected graphical 
model 

Recall: 81.9% 

Precision: 81.2% 
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6.3 Case Based Reasoning: 
Case based reasoning is an emerging Artificial 
Intelligence supervised technique used to find the 
solution of a new problem on the basis of past similar 
problems. CBR is a powerful tool of computer reasoning 
and solve the problems (cases) in such a way which is 
closest to real time scenario. It is a recent problem solving 
technique in which knowledge is personified as past cases 
in library and it does not depend on classical rules. The 
past problem’s solutions are stored in CBR repository 
called Knowledge base or Case base. Instead of solving 
the new problem by “first principal” reasoning, CBR use 
the knowledge base to reuse the solution of past similar 
problem. If needed to  little bit modify the solution 
according to new problem parameters, change the 
solution and stored in case base repository as a new 
solution instance. CBR cycle consists of four R’s. Now 
days it is the most emerging technique used in opinion 
mining systems 
[77] Presented the work in textual Case-Based Reasoning 
within jCOLIBRI. First phrase are detected and features 
are identified then a glossary is maintained which 
contains synonyms of the context. Then domain structure 
layer is used to assign identifiers to the data through rules. 
On the basis of rules local and global similarity calculated 
to find the cases polarity. 
 In [3] a sentence analysis is anticipated that depends on 
case-based reasoning rules. This methodology offers a 

semantic analysis of a sentence in natural language that 
can be easily used and manipulated in a textual data 
mining process. This sentence analysis uses and depends 
on several types of knowledge that are: a lexicon, a case 
base and hierarchy of index. In this methodology a case-
based reasoning model is adopted that is based on the 
classification rules and course of similarity for the 
assurance of the compliance. 
To find the product features Fuzzy CBR technique used 
in [78]. Product database is based on the 100 attributes, 
87 are used for use-scenario and 13 used for 
manufacturing scenario. CBR developed on the basis of 
used- scenario attributes retrieve the product ideas and 
enhanced its functionality.  Manufacturing features based 
CBR monitor the retrieved product ideas to obtain the best 
ideas. Experiments show that the proposed system 
generates the higher percentage of good product ideas. 
[79] Summarized a selection of techniques for software 
quality prediction using Case-Based Reasoning and 
Fuzzy logic. A software quality prediction CBR is based 
on analogy consisting on different parameters like no. of 
variables, LOC, No. of functions, difficulty level of 
software experience of programmer and mechanism to 
update the knowledge database when new case occurs etc.  
They used 70% training and 30% test data. For training 
data Prediction is 95.4% within 10% error and for testing 
data 91.3% within 10% error. 

A system combination of data mining and CBR [81] is 
about to predict the retinopathy frequency in diabetes 
patients in Malaysia. System executed on three phases, 
first is to create the knowledge base by interviewing the 
medical experts and by literature review. Total 16 
variables were determined from the knowledge base and 
140 diabetes patient’s data used as training files. C5.0 
algorithm and CBR were used to develop the inference 
engine. KNN algorithm used in CBR to find similar cases 
and voting mechanism is used to find the final prediction. 
C5.0’s accuracy 76% and CBR’s showed 73 % accuracy 
but the integration of both techniques showed 85% 
accuracy.   
To eliminate the issues of CBR tools such as outdated 
cases, stagnant case growth, lack of new cases, case 
updating, user’s participation and user engagement [84] 
use the text mining and web 2.0 techniques to enhance the 
CBR’s user experience and activities. Text mining used 
to extract metadata identifies the indexing terms and tags 
for case base. KITE CBR helps the teacher to integrate 
technologies into their teaching methodology. They take 
50 special education related files preprocess the data and 
apply the text mining techniques and tools like concept 
extract, categorization and clustering. Then evaluate the 
generated results to find the patterns, issues, trends and 
models. 
Statistical methods are combined with knowledge 
extracting techniques in [82] to enhance case searching, 
browsing and Reuse it for the problem solving methods 

using CBR from large scattered data set. NOEMIE 
concept created the problem domain knowledge base, 
establish parameters and conventions for relevant cases 
retrieval. Compare the new solution to the past case then 
testing and improving the measure of likeness through a 
learning process and at end Retained and generalized a 
new case as they are solved.  
[83] Presented data mining technology into CBR system 
and GHSOM (Growing Hierarchical Self Organizing 
Map) using artificial neural network. The proposed 
system selects the features as case; GHMOS organized 
those cases as case base, past cases as sub-case base and 
for case retrieval new case guided into related sub-case 
base which improves the system accuracy. They used data 
mining techniques for case selection and retrieval. The 
experimented results show that the proposed CBR system 
can help designer to gain more accurate case and improve 
the efficiency of the design.   
[107] presented a CBR system used to give the best 
strategy to local government to get approval for public 
sector small projects. The proposed system takes the past 
cases from cases repository as solution for new projects 
that helps in decision making. CBR takes the case from 
repository, prepare the case and retrieve it by Manhattan 
or City distance method.  Reuse & revise the case and 
apply the final solution. The proposed system provide the 
efficient and quick decision making with high quality, 
impartial and strong decision by achieving 90% high 
accuracy. Table 5 defines the different models and 
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systems based on Case Based Reasoning techniques.  
Each system is defined in detail by describing the used 
datasets, techniques and achieved results. A 
comprehensive overview of opinion mining models based 

on Case Based Reasoning technique is described in the 
described table. 

 

 
Conclusion:  
Opinion miming is an emerging field of data mining used 
to extract the pearl knowledge from huge volume of 
customer comments, feedback and reviews on any 
product or topic etc.  A lot of work has been conducted to 
mine opinions in form of document, sentence l and feature 
level sentiment analysis. Although many drawbacks exist 
in these sentiment classifications which are discussed in 
table 1 in detail. Many key challenges and gaps like 
infrequent feature extraction, opinion word strength, 
language orientation, writing styles, translate roman 
languages, detect fake reviews and many more are 
discussed as research directions in table 2.  Current and 
future research areas clear a complete picture of opinion 
mining research scope. It is examined that now opinion 
mining trend is moving to the sentimental reviews of 
twitter data, comments used in Facebook on pictures, 

videos or Facebook status. A comprehensive literature 
review of multiple opinion mining models based on 
Supervised, unsupervised, and case based reasoning 
techniques is conducted to give a better understanding to 
future researchers.  
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Table 4: Case Based Reasoning Opinion Mining Models 

Model Dataset Technique Results 

A Survey In The Area Of Machine Learning And Its 
Application For Software Quality Prediction 

University 
Student’s Data 

Case-Based Reasoning 
And Fuzzy Logic 

 

Accuracy: 91.3% Within 10% Error 

 

A Fuzzy CBR Technique For Generating Product 
Ideas 

1600 Products Data Fuzzy CBR 

Cell Phone Retrieving: 91.86% 

Cell Phone Retrieving+ Filtering: 
47.78% 

Ball Retrieving: 82.64% 

Ball Phone Retrieving+ Filtering: 
44.45% 

Intelligent Project Approval Cycle For Local 
Government Case-Based Reasoning Approach 

Health Care Project 
Data 

Manhattan Or City 
Distance, CBR 

Accuracy: 90% 

 

Predictions Using Data Mining And Case-Based 
Reasoning: A Case Study For Retinopathy 

Diabetes Patients 
Data In Malaysia 

C5.0 Algorithm And 
CBR 

 
Accuracy :85% 

Combining Case Based Reasoning And Data Mining 
– A Way Of Revealing And Reusing Rams 
Experience 

Schlumberger And 
Norsk Hydro Data 

 

Data Mining + CBR 
Accuracy: 92% 

Research On CBR System Based On Data Mining 
GHMOS, SOM 
data 

Ghsom (Growing 
Hierarchical Self 
Organizing Map), 
CBR 

TCBR Accuracy:      78% 

Ga-CBR :  84 % 

Proposed  CBR:  94% 

Improving User Experience With Case-Based 
Reasoning Systems Using Text Mining And Web 2.0 

50 Special 
Education Related 
Files 

Kite CBR 

 
KITE CBR reduce effort time in blog 
site case retrieval 

Extending Jcolibri For Textual CBR Restaurant Data 
Information Extraction 

Information Retrieval 
IR+IE Accuracy: 75% 
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