








 

 

 

Fig. 9 Standardization of sizes applied to digit 5 

6.2 Digit features 

The characteristic matrices (Mi
*
)i of the digit D according 

to the writers (Si)i are all of the same size (5×n
*
). Thus, the 

features of the digit D are: 

1. The characteristic matrix MD equal to the mean of the 

matrices (Mi
*
)i : 





n

i
iD

M
n

M
1

*1  

2. The class affiliation c of the digit D equal to the value ck 

which is the most common in the sequence (ci)1≤i≤n. 

7. Recognition 

By following the steps in the previous paragraph, we 

compute the features of each digit of classes LD and NLD. 

The recognition of an unknown digit D will occur in four 

steps. 

7.1 Features of the digit D 

We first compute the class affiliation and the characteristic 

matrix MD of the digit D by following the steps developed in 

Paragraph 5. The next step consists to identify from 

characteristic matrices Mi of digits Di belonging to the same 

class as D, the nearest matrix to M. 

7.2 Distance between MD and the characteristic 

matrix Mi of the digit Di 

Since the matrices MD and Mi do not necessarily have the 

same size, we first standardize their sizes. For this, we 

distinguish three cases on their respective numbers of 

columns nD and ni.  

7.2.1 First case: nD = ni  

We ordain the columns of the matrix Mi so that the j
th
 column 

of the obtained matrix is the closest to the j
th
 column of the 

matrix MD. 

7.2.2 Second case: nD < ni  

To complete the matrix MD by (ni – nD) additional dots, we 

proceed as in sub-paragraph 6.1. 

7.2.3 Third case: ni < nD 

We first ordain the columns of the matrix Mi so that the j
th
 

column, for j ≤ ni, of the obtained matrix is the closest to the 

j
th
 column of the matrix MD. As Mi  is the characteristic matrix 

of Di according to several writers (this is the mean of 

characteristic matrices (Mij)1≤j≤r  of the digit Di according to 

the r writers (wj)1≤j≤r used in training phase), we first complete 

each matrix Mij by (nD - ni)  additional dots by following the 

steps of the sub-paragraph 6.1. After, we substitute the matrix 

Mi by the matrix Mi
*
 mean of these matrices which is the 

same size as MD. 

After the standardization phase of matrix sizes, we denote 

Mi
*
and MD

*
 the obtained matrices, and we put di=|| Mi

*
- MD

*
|| 

where || || is the Frobenius norm. 

7.3 Identification of the digit D 

The digit D will be identified with the digit Di
*
 satisfying the 

following minimization equation:  

i
ii

dd min*   

The minimum is taken for all digits belonging to the same 

class as the digit D. 

8. Recognition Results 

The database DB consists of 360 digits. Each digit between 

0 and 9 has been written by 36 different writers (see Fig. 

10). 

 

Fig. 10 Sample of handwritten digits. 

One part of DB, denoted Tr_DB was used in the training 

phase, and the rest, denoted Te_DB was reserved to 

evaluate the system. 

We sought to identify the best choice of the set Tr_DB 

giving the highest recognition accuracy in the test phase. 
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For this, we denote by Sr the r
th

 writer and RR the 

recognition rate. 

Given an integer k ≥ 1, and for any combination of k 

writers among 36 writers, we first use these k writers as 

Tr_DB in the training phase, and after compute the 

corresponding recognition rate RR. Finally, we identify the 

combination of k writers giving the highest RR.  

The results obtained for k < 3 and k > 8 are not interesting. 

So, we give in Table 1 only the results for 3 ≤ k ≤ 8. 

Table 1: Set Tr_DB of k writers giving the best recognition rate (RR) 

K Set Tr_DB of k writers giving the best RR RR (%) 

3 S8 ; S3 ; S16 91.94 
4 S8 ; S3 ; S16 ; S22 94.44 
5 S8 ; S3 ; S16 ; S22 ; S26 96.39 
6 S8 ; S3 ; S16 ; S22 ; S26 ;  S14 96.94 
7 S8 ; S3 ; S16 ; S22 ; S26 ;  S14; S25 90.00 
8 S8 ; S3 ; S16 ; S22 ; S26 ;  S14; S25 ; S18 86.67 

The best performance has been achieved when we use the 

six writers S8, S3, S16, S22, S26 and S14 in the training phase. 

The explanation that we can advance on high performance 

obtained with this list is that the writing styles of these 

writers cover the different writing styles of all writers. 

Recognition errors are mainly due to writing styles of 

some writers. Indeed, the digits 1, 4, 7 and 9 are in some 

cases very confused, and even humans have difficulties to 

identify them (see Fig. 10). 

For more details, we give in Table 2 the confusion matrix 

along with the recognition rate of each digit. These results 

are related to the use of the optimal list 

(S8,S3,S16,S22,S26,S14) in the training phase. 

 

 
Table 2: Confusion Matrix and the recognition rate (RR) of each digit  

 0 1 2 3 4 5 6 7 8 9 RR (%) 

0 36 0 0 0 0 0 0 0 0 0 100 

1 0 34 0 0 0 0 0 2 0 0 94,44 

2 0 0 36 0 0 0 0 0 0 0 100 

3 0 0 0 36 0 0 0 0 0 0 100 

4 0 4 0 0 30 0 0 0 0 2 83,33 

5 0 0 0 0 0 36 0 0 0 0 100 

6 0 0 0 0 0 0 36 0 0 0 100 

7 0 0 0 0 0 0 0 36 0 0 100 

8 0 0 0 0 0 0 0 0 36 0 100 

9 0 0 0 0 3 0 0 0 0 33 91,66 

9. Conclusion 

We presented in this work a new approach of digit 

recognition. It is based on the extraction the Hermite data 

from the digit shape (dots with their derivatives). The 

choice of this approach was dictated by the possibility of 

recovering a close shape to that of the digit using the Bézier 

curve theory on these data. 

The obtained results are very interesting, and we plan to 

improve them using other classifiers (the artificial neural 

networks, the hidden Markov models and the support 

vector machine) during both training and testing phases. 

Similarly, we will enrich our database in order to perform 

tests on a more consistent data base. 
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