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Abstract 
In this paper, an effective method for human eye tracking and 
also decreasing the current challenges and problems in its 
algorithms has been proposed. In this method, firstly face has 
been detected and segmented from the remaining parts to make 
the searching area, in tracking stage, narrower and processing 
speed higher. Then eye area is determined and eye pupils are 
detected in the specified area. In the proposed method, to 
support tracking in eyes closure state, corner detection has 
been additionally used. Experimental results were considered 
on a variety of images with existence head and face rotation, 
make up and eyes closure show the ability of this method in 
human eye tracking.  
Keywords: Eye Detection, Face Detection, Eye Tracking, 
Particle Filter, Corner Detection, Harris Algorithm. 
 
1. Introduction  
Nowadays by ever-increasing development of scientific 
discussions in the content of computer vision and pattern 
recognition, automatic eye tracking in video images has 
been significantly considered because of eye organism 
and structure. Since eye is an important and critical 
organ of the body and manifests some internal moods 
and their reflexes to physical and non-physical factors, 
by using it some moods like fatigue, sleepiness, 
drunkenness, happiness, and sadness, stare, etc can be 
distinguished. So, design and implementation of eye 
tracking systems are applicable to the following cases: 
safety systems to control peoples entrance and exit, 
tracking, detecting and determining social misdemeanant 
identity, traffic systems to recognize drunken and 
narcotic-taken drivers, lie detector systems and in cars to 
detect driver fatigue and sleepiness. An eye tracking 
system includes the following stages: image acquisition; 
face detection; eye detection; and eye tracking.  
Eye detection methods are divided into four classes [1]: 
shape-based methods; feature-based methods; 
appearance-based methods and hybrid methods. When 
eye is open, it has some special form. Eyes’ corners, 
pupil and eyelids cause it to be distinguished from other 
parts of face. Shape-based methods use these 
characteristics and express some models for eye. This 
model can be a simple ellipsoid or a complex structure 
[2, 3]. Feature-based methods use some distinguishing 
features around the eye. Iris, pupil, eyelids, eyelashes, 
limbus (border between iris and sclera), pupil expression 
and reflection of light in cornea are some features used 
for detecting the eye [4, 5]. Appearance-based methods 

which are known as pattern matching methods or 
general methods detect and track the eyes directly based 
on their appearance states. These methods are 
independent of the considered objects and can model 
every other object beside the eye [6,7]. The main 
purpose of hybrid methods is to compose various 
advantages of eye models at a system to overcome 
relative constraints. To improve these algorithms, the 
proposed algorithms try to reduce search area for pattern 
matching by combining methods, or propose an 
approach reducing the time of this pattern matching 
[8,9].  
The available approaches for eye tracking can be divided 
into three classes [10]: knowledge-based methods, 
learning-based methods and motion estimation methods. 
In knowledge-based methods, tracking methods are 
defined and developed based on the rules obtained by 
studies and researches on face components. Simply we 
can utilize some rules to describe face features and their 
relations [11,12]. Learning-based methods can be 
classified into the three following categories [13,14]: 
neural networks, Adaboost classifiers and support vector 
machines. Motion estimation methods estimate the 
object position in current frame, and then determine its 
exact position by a local searching. In the next stages, by 
a correct estimation in the first stage, the accuracy and 
effectiveness of the method are increased [15-17].  
In this paper, an effective method is presented for eye 
tracking. To perform this, in eye and face detection 
stages, color feature has been used. Then in tracking 
stage, pupil position estimation method and particle 
filter have been used. To support eye closure in tracking 
stage, shape-based method is combined with pupil 
position estimation method and parallel to particle filter, 
corner detection has been used. The remainder of this 
paper is as follows: in the second section, and eye 
tracking system will be introduced. In the third section, 
the proposed method is presented. In the fourth section, 
the results obtained by experiments are offered and the 
fifth section is for conclusion.   

2. Eye Tracking System  
In general, an eye tracking system can be outlined in 
four stages:  

- Image acquisition  
- Face detection 
- Eye detection 
- Eye tracking  
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Image acquisition stage is data or image entry to system 
which can be a video capturing by a camera. The output 
of this stage is an image in RGB space. After image 
acquisition, face detection is performed. One current 
method for face detection is by using color feature [18]. 
As the RGB space, besides having pixel color data, has 
light intensity data, and also face brightness is different 
in various people and environments, use this space to 
detect face color is not effective and makes some 
problems. So we should find a space not dependent on 
light intensity. One option is YCbCr chromatic color 
space. Firstly the image is transformed to YCbCr. RGB 
color space is transformed to YCbCr as: 
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After transforming to YCbCr, the mean and covariance 
matrix of Cb and Cr components are computed. Eq. (2) 
shows how to compute the mean and covariance matrix.  

,)x(E:mean    

 T)x)(x(Ec:cov              (2) 
in which E is mathematical expectation,   is mean, c is 

covariance matrix, x is the main matrix and T)x(   
is )x(   transposed. By using mean and covariance 
measures, a Gaussian model for skin color can be 
determined. After obtaining skin color model, you can 
use Gaussian function and Mahalanobis distance for face 
detection and recognize a pixel belong or non-belong to 
the considered model. 
After face detection, eye detection is performed. Since 
eye color differs from other parts of face, this feature can 
be used for eye detection. For eye detection based on 
color feature, we can use horizontal and vertical 
projection [19]. Horizontal projection for an image with 
M rows and N columns is obtained from adding pixels 
intensities in each row according to Eq. (3) and vertical 
projection is obtained from adding pixels intensities in 
each column according to Eq. (4) as: 
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Another method of eye detection is by using eye corners. 
In [20], Harris algorithm is used to specify the pupil’s 
center. In this algorithm, a mask in each point of image 
is considered. By displacing mask in different directions 
the mean variation rate of image intensity in each 

window, compared with the main window, is computed 
and the minimum variation is considered as corner 
response. Depending on the position of each point, three 
states are created: 
- If the windowed image patch is flat (approximately 
constant in intensity), then all shifts will result in only a 
small change. 
- If the window straddles an edge, then a shift along the 
edge will result in a small change, but a shift 
perpendicular to the edge will result in a large change. 
- If the windowed patch is a corner or isolated point, 
then all shifts will result in a large change. A corner can 
thus be detected by finding where the minimum change 
produced by any of the shifts is large. 
Harris algorithm is mathematically expressed as: 
 

2|II|wE v,uvy,ux
v,u

v,uy,x                        (5) 

in which w is a mask imposed on image, which is 
considered as circle mask with coefficients 1. I is the 
image gradient and E is the variation made by (x, y) 
displacement. (x, y) displacement in four directions 
includes the following set:  
{( 1 ,0),( 1,1 ),(0, 1 ),(0,0)}  
Harris corner detector introduces local maximum of 

}E{min y,xy,x  that is more than a special threshold, 

as a corner. Equation (6) includes all possible little 
displacement as:  
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in which, w is Gaussian mask, Ix, Iy is image gradient in 

x and y directions, respectively, and  is convolution 
operator. E can be expressed as:   
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in which, M is a 2*2 matrix in (x, y) coordinates and E is 
local auto–correlation function. 
In [20], it has been shown that corner response, R, can 
be obtained in each image point as: 
 

   )M(KTr)M(DetR 2 

(8)                                              2CAB)M(Det  
     

in which K is constant. The corner response in corner 
area is positive, in edge area is negative and in flat area, 
has a minimal absolute magnitude. To reduce the 
computation time, the existing mask in Harris algorithm 
is neglected. So, firstly A, B, C are obtained as:  
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2)I(A x     
2)I(B y     

                                                                  (9))II(C yx 

After computing these measures, R is obtained by Eq. 
(8). Experiments show two points with the highest value 
of R in an eye area are eye iris corners [20]. 
The last stage in eye tracking system is eye tracking 
stage. One most favored and applicable method useful 
for real time applications is particle filter [21,22].  
Particle filter is a method numerical and computational 
to obtain the probability density function of a random 
process and the estimation of a specific parameter from 
on it and in the event are an extended chain Monte Carlo 
methods [21,22], since the predominant method has been 
using Kalman filter or extended Kalman filter. These 
methods usually assume for the case when the model is 
linear and Gaussian noise, to obtain the optimum 
solution problem. But in other cases, depending on the 
remoteness of these assumptions are far from optimum. 
In other words, since the particle filter is a numerical 
method for estimating signal, nonlinear model or non-
Gaussian noise for it does not matter. In such cases, the 
particle filters with high performance in various fields 
such as communication, signal processing, tracking and 
many other fields are used. 
The idea using of particle filters for tracking an object in 
a sequence of images initially were introduced separated 
by a few research groups on the field and among those 
who were working in the fields of computer vision and 
image processing are known to be dense algorithm. This 
method mainly is based on the edge detection methods; 
another powerful method for target tracking in particle 
filters is using color distribution model target or 
histogram model for target tracking. 
Color histogram of an object creates for its tracking 
many benefits. Specifically, in particle filters a target is 
tracked based on comparison its color histogram with 
histogram of samples location and using Bhattacharyya 
distance. 
Color distribution m,...,,uyy )}u(p{p 21 where y 

is calculated within the area around the target. 
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Where u is discrete element in color and m is the number 
of elements, K is a function of the weight that to samples 
farther away of the target gives lower weights,  
 
Hx and Hy respectively are the length of half axes the 
horizontal and vertical in the area around the target, 

2
y

2
x HHa   used to adjust the size of the area 

and f is a normalization factor that ensures that the 
following relation is established.  
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In the tracking stage, the state estimated at every time 
step, based on the new observation function is updated. 
So a function of observation or measurement that is 
based on color distribution is required. A popular 
measure between two distributions p(u) and q(u) is the 
Bhattacharyya coefficient. 
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What the higher is this coefficient; the two distributions 
are similar together, so that  for two distributions, 
normalized coincident is 1 , which is expression of 
full implementation of two distributions. The distance 
between two distributions is defined as follows: 
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Color based tracking algorithm for updating calculated 
the previous density function by particle filter is used 
from Bhattacharyya distance. Each sample of density 
function represents the area around the target that is 
given as follows: 
 

(14)                                  Tyx,, ,H,Hy,yx,xS  

      
Where x and y specify the center of the area around the 

target, x and y  represent the speed, Hx and Hy are 
the length of half axes in the area around the target and 
  is the rotation angle of the ellipse. 
Dynamic model or state of model that represents the 
samples changes over time is defined as follows: 
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Where A for motion model with constant acceleration is 
as follows: 
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W is the vector of Gaussian white noise whose 
covariance matrix is calculated by the following relation: 
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Where Ry is covariance matrix of the position and the 
speed of target and computed as follows:  
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And covariance matrix of the area around the target, Re, 
is as follows: 
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To weight the samples, Bhattacharyya coefficient is 
calculated between the histogram of the target and the 
histogram of the area that each sample shows. The area 
of each sample is determined with its state vector, 

)n(S , and since samples that their color distribution is 
the most similar color distribution of the target are 
required, more weight should be given to them with less 
Bhattacharyya distance. The weight of the samples, 

shown here with )(n , is defined as follows: 
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Therefore weights of samples are calculated from a 

Gaussian distribution with the variance, 2 as how to 
select the appropriate number for   depends on the 
desired tracking problem. As a result of this weighting, 
samples are that more compatible with target, greater 
probability have that in several iterations of algorithm 
remain and samples with less compatible, greater 
probability to be removed. 
Finally, the estimation of the target state vector is 
obtained as follows: 
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Where N is the number of samples which is selected 
based on the accuracy required and volume of 
calculations which can be performed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig.1 Proposed method algorithm for eye tracking 
 
 

3. The Proposed Method 
At the first, to make the intensity around ineffective in 
the proposed algorithm, the color space of input image is 
transformed from RGB to YCbCr by Eq. (1). Then a 
color model, according to Eq. (2) is defined for face and 
finally, the face area based on Gaussian model and 
Mahalanobis distance and using Eq. (3) is detected. 
In the next stage, by using horizontal projection 
according to Eq. (3), the region including eyes is 
determined and divided into right and left areas, to 
precisely find the pupils’ center and in each segmented 
area; the eye pupil’s center and in each segmented area; 
the eye pupil’s center is searched. This operation causes 
the searching area to be narrower. After that, by using 
vertical and horizontal projection via Eq. (3) and Eq. (4) 
the pupils’ center is obtained. In the last stage, two 
particle filters track the eyes in parallel. Also, corners 
detections are used for eye tracking. 
The proposed method includes four stages: face 
detection, detection of area including eyes, obtaining the 
eyes’ pupils and corner detection, and eye tracking. 
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3.1 Face Detection  
Since color is fixed when the head rotates and its 
processing is faster than other features of face, this 
feature is used for face detection. The most current color 
space is RGB which has many applications and is the 
standard space to present color images. But because of 
what is explained in section 2, the image is transformed 
into YCbCr space by Eq. (1). Fig.2 shows the 
differences between a person’s images in color space 
RGB and YCbCr, Cb component and Cr component.  
 
 
 
 
 
 
 
 

(b)              (a) 
 

 
 
 

  
  
  

  

 (c)            (d) 
 

Fig.2 Differences between a person’s images in various color spaces:  
(a) RGB space (b) YCbCr space (c) Cb component (d) Cr component 

 
3.1.1 Finding Skin Color Model  
To create skin color model, firstly a set of various skin 
images with different color and texture is prepared, then 
is transformed into YCbCr color space. After that by 
using Eq. (2), skin color model is obtained. In Fig 3 
there are some samples of skin color. 
 
3.1.2 Mahalanobis distance  
After obtaining skin color model, by using a Gaussian 
model and Mahalanobis distance, every pixel’s belong 
or non-belong to the model is determined. Figure (4) 
shows the result obtained by face detection. 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.3 Some samples of skin color 
 

 
 

 
 

 
 
 
 
 

Fig.4 Result obtained by skin color detection 
 

One of difficulties that there is in determining the skin 
color areas, similarity pixels color of image is with skin 
color model that belongs to any areas we are considering 
that this increases the computational complexity and in 
the proper functioning of the system occurs interference. 
For this propose, the largest area under skin color is 
selected as the original area, to do this work easily by 
calculating the area of each connection zone is possible. 
The region with largest area is considered as face and 
extracted from the image. When we have some region 
with the areas almost identical, the ratio of length of 
major to minor axis is used. In Fig. 5 can be seen the 
result of this process. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5 Result of face detection 
 
3.2 Eye area extraction 
After the face region detection, will turn to eye area 
extraction. This area includes two eyes, two eyebrows 
and distinctive features such as eyelids and the corners 
of the eyes. This area can be extracted from the 
horizontal projection of face area that can be calculated 
from Eq. (3). In Fig.6, horizontal projection of a face is 
observed. 
 
 
 
 
 
 
 
 
 

Fig.6 Horizontal projection of the face 
 

As shown in Fig. 6, the first valley from above is related 
to place of pupil. Because of drastic changes in the eye 
area, the valley cannot easily be extracted. According to 
Fig. 6, because the forehead and below the eyes are 
brighter than pupil, instead of  considering the minimum 
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point on the graph, two local maximum point on the 
graph can be used to obtain the eye area. 
From above face to down, it can be observed that two 
values of maximum horizontal projection, respectively, 
the one belonging to the forehead area and the other 
belongs to the area between eyes and mouth (the 
septum). According to the physiology of the face, this 
observation seems to be true because the flat area of the 
face, having the brightness level relatively high, is 
located in these regions. Figure 7 shows the result 
obtained from eye area extraction of face area. 
 
 
 
 
 
 
 

Fig.7 Eye area detection using horizontal projection 
 

3.3 Finding Eye Candidates 
To find eye candidates within the area obtained in the 
previous step is used Harris algorithm. Firstly, the image 
gradient is calculated and then, values of A, B, C from 
Eq. (9). By substituting A, B, C in Eq. (8), the value R 
can be calculated for each pixel of image. Points with 
the highest value of R can be introduced as candidates of 
iris. To remove unrelated candidates with iris, feature of 
color entropy in the area around iris is used. The area in 
size 50*50 pixels is considered for each of the 
candidates and entropy of color is calculated as follows: 

(22)                                 
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i
ii )x(plog)x(p)S(H
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Where p(xi) and n are the probability of pixel xi and the 
number of pixels per unit, respectively. Probability 
function, p(xi), for each pixel, is produced from counting 
the number of times that the pixel color intensity is 
repeated at selected portion to the total number of pixels. 
From candidates of eye, selected by Harris algorithm, 
two points are selected with the highest level of color 
entropy. Figure 8 shows that eyes have the highest 
degree of color entropy, as compared to the rest of the 
face components. 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.8 Degree of color entropy in Eye areas – from candidates selected 
by Harris algorithm, eyes that have the highest degree of color entropy 

are shown in the second row of images. 

In Fig. 9, samples from detected corners of eyes are 
observed 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9 detected Corners of eyes  
 

In Fig. 10, samples of pupil detection are observed. 
 
 
 

 
 
 
 
 
 
 
 

Fig.10 Pupil detection 
 
3.4 Finding the Pupil Center  
By having a pixel from iris or pupil and having pupil 
circle, pupil center can be obtained. To find pupil center, 
lines intersection can be used. In this method, only one 
row and column of eye is processed instead of total eye 
area. So, a line is drown, along with x and y axis to the 
border edge of iris and sclera. As shown in Fig.11, if the 
intersection center of drown lines is considered as (x, y) 
and the end points of lines are considered as 

)y,'x(),y,'x(),'y,x(),'y,x( 2121 , the pupil center 
can be obtained as:  

,xxxc 2
21    

2
21 yyyc


                                (23) 
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Fig.11 Using lines intersection to find pupil center 
 
 

3.5 Eye tracking 
In most applications, after eye detection, tracking of eye 
or face movements is considered. The same problems in 
eye detection state are in eye tracking, by a difference 
that in the tracking cases, the problems appears stronger 
and there is more destructive effect on tracking process. 
As an example, changing the environment light 
conditions cause loss of eye position on the image and 
consequently eye detection process is repeated.  
For eye tracking, in addition to the estimation and 
location of eye positions in sequential frames, head and 
face movements should be considered and a method not 
sensitive to these changes and problems should be 
proposed. In addition to head, face components like 
eyelids have independent movement which should be 
considered.  
To support head movements, the eye itself was not 
tracked and an area containing eye was tracked.  
Among proposed methods, is used from particle filter. In 
the proposed method, two filters used in parallel, track 
the eyes separately because as explained in section  
3-3, the eyes are separately recognized. In Fig. 12, 
results of eye tracking using particle filter and pupil 
detection in the different frames can be observed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.12 Eye tracking using particle filter 
 

A problem here is that if both eyes are closed, Particle 
filter does not work. To overcome this problem, besides 
particle filter, the eye corners features are also used. To 
perform this, in each left and right area, two corners are 
recognized. To find the corners, Harris algorithm, 
explained in section 2 has been used. So, the proposed 
method for tracking, is a combination of particle filter 
and corner detection. 

In proposed method, this problem is considered that in 
particle filter for each of the particles there is probability 
degree that much particles are farther from the area 
around the target, this probability is lower number; the 
average of probabilities of all particles are calculated 
when the eye is open, the average probabilities of 
particles is a high number but when the eyes are closed, 
the average probabilities of particles is a low number 
that this probability degree of a particle indicates the 
degree of similarity of each particle to the reference 
histogram. Threshold value is considered experimental. 
If in working frame, the average probabilities of the 
particles were higher than the threshold, eye is open and 
eye tracking does not fail in this case using particle 
filter. But if the average probabilities of particles were 
lower than the threshold, eye is close and in this case, 
eye tracking fail using particle filter. To overcome this 
problem, Harris corner detection algorithm is used and 
as mentioned before, corners of eyes are detected and 
used in eye close state for eye tracking. 
Although in this method, the required hardware has been 
increased and for each eye, an additional filter has been 
used, but tracking with head and face rotation existence, 
make up existence and eyes closure is performed 
precisely.   

4. Experimental results 
Fig.13 shows the results of eye tracking and pupil 
detection using proposed method in different frames. In 
this figure, it can be observed that eye closure problem is 
resolved and the eye in closing state is also tracked. Fig. 
14 and 15 are supported the results of eye tracking and 
pupil detection using proposed method in various states 
of head and face movements existence, make up 
existence and eye closure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.13 Eye tracking using proposed method 
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Fig.14 Results of the proposed method for eye tracking with make up 
 
 

 
 
 
 

(a)  
 

 
 
 

(b) 
 
 

 
 

(c) 
 
 

 
 

(d) 
Fig.15 results of eye tracking in different frames using proposed 
method in:  
a) Normal state                                   b) Head rotation state horizontally 
c) Head rotation into high and low   d) Head rotation state vertically 
 

Comparison between the proposed method and other 
ones is difficult because of their performing in different 
platforms and databases. So, the main parts of these 
methods are theoretically compared. In Table 1, the 
proposed method is compared with two similar methods. 

 
Table 1: Comparison between the proposed and  two different methods 

 Used Method for 
detection and 

tracking 

Detection in 
different light 

conditions, head 
rotation,  make up 

and eye closure 

Image 
with 
high 

resoluti
on 

Paper[5
] 

Entropy of eye 
and darkness of 

iris  

Supports the 
different light 

conditions , head 
rotation 

Need 

Paper[1
2] 

Eye form 
structure and 

corners 

Supports head 
rotation 

Need 

Propose
d 

Method 

Combine color 
intensity around 
the eye, particle 
filter and comer 

detection 

Supports head 
rotation to 35 

degree, different 
light conditions, 

make up and eyes 
closure 

No 
Need 

 
Following results are concluded from Table1:  
In [5], entropy of eye and darkness of iris is used. This 
method supports various light conditions, head rotation 
and in case of existing make up and eyes closure 
tracking is not possible. Also the images used by this 
method should be in high resolution.  
In [12], the eye form, structure and corners are used for 
detection. This method only supports head rotation and 
in the case of different light conditions, make up and 
eyes closure, it cannot track. Also, the images used by 
this method should have high resolution. 
In the proposed method, the combined color intensity 
around the eye, particle filter and corner detection are 
used for detection and tracking. The proposed method 
supports various light conditions, head rotation, make up 
and eye closure. Also, in this method, there is no need to 
the high resolution images. 
 
5. Conclusions 
In this paper, a new method for human eye tracking 
using particle filter has been presented. Considering the 
experiments in different conditions including images 
changing light conditions, head rotation, make up and 
eye closure, good results were obtained. Also, 
experimental results show the proposed method has low 
computational complexity and maximum stability. 
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