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Abstract 
Due to a rapid advancement in the electronic commerce 

technology, the use of credit cards has dramatically increased. So, 

the rate of fraudulent practices is also increasing every year. In 

this paper we present the necessary theory to detect fraud in credit 

card transaction processing using a Hidden Markov Model. If an 

incoming credit card transaction is not accepted by the Hidden 

Markov Model with sufficiently high probability, it is considered 

to be fraudulent. At the same time, we try to ensure that genuine 

transactions are not rejected. We show how HMM helps to obtain 

high fraud coverage combined with a low false alarm rate. The 

existing models detect that a fraud has occurred only after the 

fraudulent transaction is completed but in our proposed model, we 

have shown how it can be reported instantly while the fraudulent 

transaction is on process. 

 

Keywords: Electronic commerce, Credit card, Fraud detection 

system, Hidden Markov Model, False alarm. 

1. Introduction 

According to Nielsen study conducted in 2007-2008, 28% 

of the world’s total population has been using internet [1].  

85%  of  these  people  has  used  internet to  make  online  

shopping  and  the  rate  of  making online purchasing has 

increased by 40% from 2005 to 2008. The most common 

method of payment for online purchase is credit card. 

Around 60% of total transaction was completed by using 

credit card [2].   In  developed  countries  and  also  in  

developing  countries  to  some  extent,  credit  card  is  

most  acceptable  payment  mode for  online  and  offline  

transaction.  As  usage  of  credit  card  increases  

worldwide,  chances  of  attacker  to  steal  credit card  

details and  then,  make  fraud  transaction  are  also   

 

increasing.  There are several ways to steal credit card 

details such as phishing websites, steal/lost credit cards, 

counterfeit cards, theft of card details, intercepted cards 

etc. [3]. 

In  online  payment  mode, attackers  need  only  little  

information  for  doing  fraudulent transaction (secure 

code, card number, expiration date etc.). In this purchase 

method, mainly transactions will be done through Internet 

or telephone. To commit fraud in these types of purchases, 

a fraudster simply needs to know the card details. Most of 

the time, the genuine cardholder is not aware that someone 

else has seen or stolen his card information. The only way 

to detect this kind of fraud is to analyze the spending  

patterns  on  every  card  and  to  figure  out  any 

inconsistency with respect to the “usual” spending  

patterns. Fraud detection based on the analysis of existing 

purchase data of cardholder is a promising way to reduce 

the rate of successful credit card frauds. Since humans 

tend to exhibit specific behavioristic profiles, every  

cardholder  can  be represented by a set of patterns 

containing information about the  typical  purchase  

category, the  time  since  the  last purchase,  the  amount  

of  money  spent, etc.  Deviation from such patterns is a 

potential threat to the system. 

Several techniques for the detection of credit card fraud 

have been proposed in the last few years. We briefly 

review some of them in the Literature Survey. 

In this paper, we model the sequence of operations in 

credit card transaction processing using a Hidden Markov 

Model (HMM) and show how it can be used for the 

detection of frauds. An HMM is initially trained with the 

normal behavior of a cardholder. If an incoming credit 

card transaction is not accepted by the trained HMM with 

IJCSI International Journal of Computer Science Issues, Vol. 10, Issue 3, No 2, May 2013 
ISSN (Print): 1694-0814 | ISSN (Online): 1694-0784 
www.IJCSI.org 172

Copyright (c) 2013 International Journal of Computer Science Issues. All Rights Reserved.



 

sufficiently high probability, it is considered to be 

fraudulent. At the same time, we try to ensure that genuine 

transactions are not rejected. We present detailed 

experimental results to show the effectiveness of our 

approach and compare it with other techniques available in 

the literature. 

 The first section gives a brief idea of the different 

research works done on credit card fraud detection which 

helps us to decide the most efficient method for it. The 

next section deals with the necessity for credit card fraud 

detection also giving an overview of HMM model as a 

solution to it. Finally we conclude with the result based on 

various analysis done. 

2. LITERATURE REVIEW 

Credit card fraud detection has drawn a lot of research 

interest and a number of techniques, with special emphasis 

on neural networks, data mining and distributed data 

mining have been suggested. Ghosh and Reilly [8] have 

proposed credit card fraud detection with a neural 

network. They have built a detection system, which is 

trained on a large sample of labeled credit card account 

transactions. These transactions contain example fraud 

cases due to lost cards, stolen cards, application fraud, 

counterfeit fraud, mail-order fraud, and non received issue 

(NRI) fraud. Recently, Syeda et al. [9] have used parallel 

granular neural networks (PGNNs) for improving the 

speed of data mining and knowledge discovery process in 

credit card fraud detection. A complete system has been 

implemented for this purpose. Stolfo et al. [10] suggest a 

credit card fraud detection system (FDS) using meta-

learning techniques to learn models of fraudulent credit 

card transactions. Meta-learning is a general strategy that 

provides a means for combining and integrating a number 

of separately built classifiers or models. A meta-classifier 

is thus trained on the correlation of the predictions of the 

base classifiers. The same group has also worked on a 

cost-based model for fraud and intrusion detection. They 

use Java agents for Meta-learning (JAM), which is a 

distributed data mining system for credit card fraud 

detection. A number of important performance metrics like 

True Positive—False Positive (TP-FP) spread and 

accuracy have been defined by them. Aleskerov et al. [11] 

present CARDWATCH, a database mining system used 

for credit card fraud detection. The system, based on a 

neural learning module, provides an interface to a variety 

of commercial databases. Kim and Kim [12] have 

identified skewed distribution of data and mix of 

legitimate and fraudulent transactions as the two main 

reasons for the complexity of credit card fraud detection. 

Based on this observation, they use fraud density of real 

transaction data as a confidence value and generate the 

weighted fraud score to reduce the number of 

misdetections. Fan et al. [13] suggest the application of 

distributed data mining in credit card fraud detection. 

Brause et al. [14] have developed an approach that 

involves advanced data mining techniques and neural 

network algorithms to obtain high fraud coverage. Chiu 

and Tsai [15] have proposed Web services and data 

mining techniques to establish a collaborative scheme for 

fraud detection in the banking industry. With this scheme, 

participating banks share knowledge about the fraud 

patterns in a heterogeneous and distributed environment. 

To establish a smooth channel of data exchange, Web 

services techniques such as XML, SOAP, and WSDL are 

used. Phua et al. [16] have done an extensive survey of 

existing data-mining-based FDSs and published a 

comprehensive report. Prodromidis and Stolfo [17] use an 

agent-based approach with distributed learning for 

detecting frauds in credit card transactions. It is based on 

artificial intelligence and combines inductive learning 

algorithms and metal earning methods for achieving 

higher accuracy. Phua et al. [18] suggest the use of meta-

classifier similar to in fraud detection problems. They 

consider naïve Bayesian, and Back Propagation neural 

networks as the base classifiers. A meta-classifier is used 

to determine which classifier should be considered based 

on skewness of data. Although they do not directly use 

credit card fraud detection as the target application, their 

approach is quite generic.  Vatsa et al. [19] have recently 

proposed a game-theoretic approach to credit card fraud 

detection. They model the interaction between an attacker 

and an FDS as a multi stage game between two players, 

each trying to maximize his payoff. HMM-based 

applications are common in various areas such as speech 

recognition, bioinformatics, and genomics. In recent years, 

Joshi and Phoba [20] have investigated the capabilities of 

HMM in anomaly detection.  They classify TCP network 

traffic as an attack or normal using HMM. Cho and Park 

[21] suggest an HMM-based intrusion detection system 

that improves the modeling time and performance by 

considering only the privilege transition flows based on 

the domain knowledge of attacks. Ourston et al. [22] have 

proposed the application of HMM in detecting multistage 

network attacks. Hoang et al. [23] present a new method to 

process sequences of system calls for anomaly detection 

using HMM. The key idea is to build a multilayer model 

of program behaviors based on both HMMs and 

enumerating methods for anomaly detection. Lane [24] has 

used HMM to model human behavior. Once human 

behavior is correctly modeled, any detected deviation is a 

cause for concern since an attacker is not expected to have 

a behavior similar to the genuine user. Hence, an alarm is 

raised in case of any deviation. 

 

 

 

3. PROPOSED MODEL 
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3.1 HMM Background   
  

It is a double embedded stochastic process with two 

hierarchy levels.  A Hidden Markov Model is a finite set 

of states; each state is linked with a probability 

distribution. Transitions among these states are governed 

by a set of probabilities called transition probabilities.  In a 

particular state a possible outcome or observation can be 

generated which is associated symbol of observation of 

probability distribution. It is only the outcome, not the 

state that is visible to an external observer and therefore 

states are “hidden” to the outside; hence the name Hidden 

Markov Model. 

 

An HMM can be characterized by the following: 

1.  N is the number of states in the model. We can denote 

the set of state as S = {S1, S2….SN}. The state at time 

instant t is denoted by qt. 

2.  M is the number of distinct observation symbols per 

state. The observation symbols correspond to the physical 

output of the system being modeled. 

3.  The state transition probability matrix A= [Aij]. 

4.  The observation symbol probability matrix B = [Bjk]. 

5.  The observation sequence O =O1, O2….ON. 

It is evident that a complete specification of an HMM 

requires the estimation of two model parameters, N and M, 

and three probability distributions A, B, and π. We use the 

notation (A, B, π) to indicate the complete set of parameters 

of model, where A, B implicitly include N & M    

6.  N is the number of hidden states. [4] 

 

3.2 Advantages of using HMM in the proposed 

model: 

1. Hidden Markov Model is a perfect solution for 

addressing detection of fraud transaction through credit 

card. 

2. The HMM-based approach is an extreme decrease  in  

the  number  of  False  Positives  transactions recognized  

as  malicious  by  a  fraud  detection  system even though  

they  are  really  genuine. 

There are 3 canonical problems to solve with HMMs as 

described in [5]: 

1. Given the model parameters, compute the probability of 

a particular output sequence. This problem is solved by the 

Forward and Backward algorithms.  

2. Given the model parameters, find the most likely 

sequence of (hidden) states which could have generated a 

given output sequence. Solved by the Viterbi algorithm 

and Posterior decoding.  

3. Given an output sequence, find the most likely set of 

state transition and output probabilities. Then solve by the 

Baum-Welch algorithm. 

- But according to [6], if we go through the above stated 

steps then there is a greater probability of High False 

Alarms, thereby degrading the Performance of the Fraud 

Detection System. So, our aim is to propose a Hidden 

Markov Model that aims at reducing High False Positives 

or High False Alarms and thereby improving the 

Performance of the System… 

 

3.3 A Proposed Model   
 

3.3.1 Credit Card Fraud Detection Using HMM  

In this section, it is shown that system of credit card fraud 

detection based on Hidden Markov Model, which does not 

require fraud signatures and still it is capable to detect 

frauds just by bearing in mind a cardholder’s spending 

habit.  The  particulars  of  purchased  items  in  single  

transactions  are  generally  unknown  to  any  Credit  card  

Fraud Detection System running either at the bank that 

issues credit cards to the cardholders or at the merchant site 

where goods is going to be purchased. As business 

processing of credit card fraud detection system runs on a 

credit card issuing bank site or merchant site.  Each  

arriving  transaction  is  submitted  to  the  fraud  detection  

system  for verification purpose. The fraud detection 

system accept the card details such as credit card number, 

cvv number, card type, expiry date and the amount of items 

purchase to validate, whether the transaction is genuine or 

not. The implementation techniques of Hidden Markov 

Model in order to detect fraud transaction through credit 

cards, it create clusters of training set and identify the 

spending profile of cardholder. The number of items   

purchased,  types of  items  that  are  bought  in  a  

particular  transaction  are  not  known  to  the  Fraud  

Detection  system,  but  it  only concentrates on the amount 

of item purchased and use for further processing. It stores 

data of different amount of transactions in form of clusters 

depending on transaction amount which will be either in 

low, medium or high value ranges. It tries to find out any 

variance in the transaction based on the spending 

behavioral profile of the cardholder, shipping address, and 

billing address and so on. The probabilities of initial set 

have chosen based on the spending behavioral  profile  of  

card  holder  and  construct  a  sequence  for  further  

processing.  If the fraud detection system makes sure that 

the transaction to be of fraudulent, it raises an alarm, and 

the issuing bank declines the transaction. For  the  security  

purpose,  the  Security  information  module  will  get  the  

information  features  and  its  store’s in database.  If the 

card lost then the Security information module   form 

arises to accept the security information. The security form 

has a number of security questions like account number,   

date of birth, mother name, other personal question and 

their answer, etc. where the user has to answer it correctly 

to move to the transaction section. All these information 
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must be known by the card holder only.  It  has  

informational  privacy  and  informational  self 

determination  that  are  addressed  evenly  by  the  

innovation  affording  people  and  entities  a  trusted  

means  to  user, secure, search, process, and exchange 

personal and/or confidential information. The system and 

tools for pre-authorizing business provided that a 

connections tool to a retailer and a credit card-owner. The 

cardholder initiates a credit card transaction processing by 

communicating to a credit card number, card type with 

expiry date and storing it into database, a distinctive   piece 

of information that characterizes a particular transaction to 

be made by an authoritative user of the credit card at a later 

time. The details are received as network data in the 

database only if an accurate individual recognition code is 

used with the communication. The cardholder or other 

authoritative user can then only make that particular 

transaction with the credit card. Since the transaction is 

Pre-authorized, the vendor does not need to see or transmit 

an accurate individual recognition code. 

3.3.2 Fraud Detection System (FDS)  

  
An FDS runs at a credit card issuing bank. Each incoming 

transaction is submitted to the FDS for verification. FDS 

receives the card details and the value of purchase to verify 

whether the transaction is genuine or not. The types of goods 

that are bought in that transaction are not known to the FDS. 

It tries to find any anomaly in the transaction based on the 

spending profile of the cardholder, shipping address, and 

billing address, etc. If the FDS confirms the transaction to be 

malicious, it raises an alarm, and the issuing bank declines 

the transaction. The concerned cardholder may then be 

contacted and alerted about the possibility that the card is 

compromised. In this section, we explain how HMM can be 

used for credit card fraud detection. 

 

 

 

 

 
1. Training 

---------------------------------------------------------------------------------------- 

2. Detection 
 

Transaction 

 

 

 

 

 

 

 

 
Fig. 1 Proposed Process Flow Diagram of FDS. 

 

 

This system works in two phases: 

1.  Training phase. 

2.  Detection phase. 

 

3.3.2.1  Training Phase  

 

This is the important phase of the fraud detection system. 

In this phase the HMM is trained. For  training  the  

HMM,  we  convert  the  cardholder's transaction  

amount  into  observation  symbols  and  form sequences 

out of them. At the end of the training phase, we get an 

HMM corresponding to each cardholder. Since this step  

is  done  offline,  it  does  not  affect  the  credit  card 

transaction  processing  performance,  which  needs  

online response. 

So, the steps followed in the Training Phase are: 

 

3.3.2.1.1 Dynamic Generation of Observation 

Symbols 
  

To map the credit card transaction processing operation 

in terms of an HMM, we start by first deciding the 

observation symbols in our model. We quantize the 

purchase values x into M price ranges V1, V2…VM. 

Forming the observation symbols at the issuing bank. 

The actual price range for each symbol is configurable 

based on the spending habit of individual cardholders. 

These price ranges can be determined dynamically by 

applying a clustering algorithm on the values of each 

cardholder’s transactions. We use Vk, k=1, 2,…..M to 

represent both the observation symbol, as well as the 

corresponding price range. In this work, we consider 

only three price ranges, namely, low (l), medium (m), 

high (h). Our set of observations is therefore = {l, m, h} 

making M=3. If cardholder performs a transaction as 

Rupees 7000 and the cardholders profile groups are l = 

(0, 5000]; m = (5000, 25000]; h = (25000, up to Credit 

Card limit], then transaction which card holder want to 

do will come in medium profile group. So, the 

corresponding observation symbol is ‘m’. Although 

various clustering techniques could be used, we use K-

means clustering algorithm determine the clusters. K-

means is an unsupervised learning algorithm for 

grouping a given set of data based on the similarity in 

their attribute (often called feature) values. [David A. 

Montague, 2010, Fraud Prevention Techniques for 

Credit Card Fraud.]  

The K-Means Clustering Algorithm consists of basic 

steps. In this algorithm we initially determine the 

number of clusters present, assume it to be K and we 

also assume the center or centroid of these clusters. Now 

we can consider a random object as the initial centroids 

or we can also consider the sequence of first K objects 

as the centroids. Later the K-Means algorithm will carry 
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out the iteration of below stated 3 steps till the 

convergence.  

 Step1: Determine the centroid coordinate  

Step2. Determine the distance of each object to the 

centroids.  

Step 3.Group the object based on minimum distance (find 

the closest centroid). 

In our work, K is the same as the number of observation 

symbols M. Let c1, c2….cm be the centroids of the 

generated clusters. These centroids or mean values are 

used to decide the observation symbols when a new 

transaction comes in. Let x be the amount spent by the 

Cardholder u in transaction T. FDS generates the 

observation symbol for x (denoted by Ox) as follows:  

                           (1) 

As mentioned before, the number of symbols is 3 in our 

system. Considering M=3, if we execute K-means 

algorithm on the example transactions in Table 1, we get 

the clusters, as shown in Table 2, with cl, cm, ch as the 

respective centroids. Since the model proposed here is for 

the Indian market, so we have taken all the transaction 

amounts in rupees. 

 
Table 1: List of all Transactions happened till date. 

Number of 

transactions 

Amount(in 

rupees) 

Number of 

transactions 

Amount(in 

rupees) 

1 7000 11 16500 

2 6250 12 27500 

3 750 13 40000 

4 250 14 5500 

5 500 15 1750 

6 6250 16 5900 

7 750 17 1000 

8 6000 18 7400 

9 500 19 7050 

10 14000 20 300 

 

In this section, it is shown that fraud detection will be  

checked  on  last  10  transactions  and  also  calculate 

percentage of each spending profile (low, medium and 

high) based on total number of transactions. In Table 1, list 

of all transactions are shown. The most recent transaction 

is placed at the first position and correspondingly first 

transaction is placed at the last position in the table. 

 

3.3.2.1.2 Finding Spending Profile (SP) of the 

Cardholders  

The pattern of spending profile of the card holder is shown 

in Figure 2 based on all transactions done. 

 
Fig. 2 Spending Profile of all Transactions. 

 

Now we plot the output of the K-means Clustering 

Algorithm in Table 2. 

 

Table 2: Output of K-means Clustering Algorithm. 
Cluster mean/ 

centroid  Name 

cl cm ch 

Observation 

Symbol 

V1=l V2=m V3=h 

Mean 

Value/Centroid 

725 7585 33750 

Percentage of total 

transaction 

40% 50% 10% 

 

The percentage calculation of each spending  profile (low, 

medium  and  high)  of  the  card  holder  based  on price 

distribution range as mentioned earlier is shown in Fig. 3. 

 

 
Fig. 3 Percentage of each Spending Profile. 

 

3.3.2.1.3 Selection of the Best State Sequence  

 
We select the best State sequence from the found 

observation sequence by using the Viterbi Algorithm. The 

Viterbi algorithm chooses the best state sequence that 

maximizes the likelihood of the state sequence for the 

given observation sequence. 
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Let ᵟt(i) be the maximal probability of state sequences of 

length t that end in state i and produce the t first 

observations for the given model.  

ᵟt(i) = max {p(q(1),q(2),…..,q(t-1); o(1),o(2),….o(t)|q(t)=qi} 

            (1) 

The Viterbi algorithm is a dynamic programming algorithm 

that uses the same schema as the Forward algorithm except 

for two differences:  

1. It uses maximization in place of summation at the 

recursion and termination steps.  

2. It keeps track of the arguments that maximize ᵟt(i) for each 

t and i, storing them in the N by T matrix ᵠ. This matrix is 

used to retrieve the optimal state sequence at the backtracking 

step.  

 

3.3.2.1.4 Evaluation of HMM Parameters & Training 

the HMM model  
 

We use Baum-Welch algorithm to estimate the HMM 

parameters for each cardholder. The algorithm starts with an 

initial estimate of HMM parameters A, B, and π and 

converges to the nearest local maximum of the likelihood 

function. Initial state probability distribution is considered to 

be uniform, that is, if there are N states, then the initial 

probability of each state is 1/N. Initial guess of transition and 

observation probability distributions can also be considered 

to be uniform. However, to make the initial guess of 

observation symbol probabilities more accurate, spending 

profile of the cardholder, as determined in the earlier section. 

Based on the cardholder’s spending profile, we choose the 

corresponding set of initial observation probabilities. The 

initial estimate of symbol generation probabilities using this 

method leads to accurate learning of the model. Since there is 

no a priori knowledge about the state transition probabilities, 

we consider the initial guesses to be uniform. 

 

Let us define εt(i,j) the joint probability of being in state qi at 

time t and state qj at time (t+1), given the model and the 

observed sequence:     

ɛt(i,j)=P(q(t))=qi,q(t+1)=qj(OǀA)                                           (2) 

     

Therefore we get, 

   (   )  
  ( )      ( (   ))    ( )

 (   )
                                           (3) 

 

The probability of output sequence can be expressed as 
 (   )  ∑ ∑   ( )

 
   

 
        ( (   ))    ( ) =∑   

 
    (i)  ( ) 

                                                                                                 (4) 

The probability of being in state    at time t: 

  ( ) = ∑   
 
   (i,j)=  

  ( )  ( )

 (   )
                                                 

(5) 

Estimates: 

Initial probabilities  

 ̅     ( )                          (6) 

Transition probabilities 

 ̅    
∑   

   
   (   )

∑   
   
   ( )

  

                       (7) 

Emission probabilities 

  

 ̅   
∑   ( )

 
 

∑   ( )
 
   

                                                 (8) 

In the above equation Ʃ
*
 denotes the sum over t such 

that o (t) = ok . [7] 

 

3.3.2.2 Detection Phase   
 

Training phase is performed offline, whereas detection is 

an online process.  After the HMM parameters are 

learned, we take the symbols from a cardholder’s training 

data and form an initial sequence of symbols. Let O1, 

O2,…, OR be one such sequence of length R. This 

recorded sequence is formed from the cardholder’s 

transactions up to time t. We input this sequence to the 

HMM and compute the probability of acceptance by the 

HMM. Let the probability be α1 which can be written as 

follows:  α1= P (O1, O2… OR | λ). 

Let O(R+1) be the symbol generated by a new transaction 

at time t+1. To form another sequence of length R, we 

drop O1 and append O(R+1) as the new sequence. We input 

this new sequence to the HMM and calculate the 

probability of acceptance by the HMM. Let the new 

probability be α2. 

α2= P (O1, O2… OR | λ)       (9) 

∆α = α1-α2      (10) 

If ∆α >0, it means that the new sequence is accepted by 

the HMM with low probability, and it could be a fraud. 

The newly added transaction is determined to be 

fraudulent if the percentage change in the probability is 

above a threshold, that is, 

∆α / α1 ≥ Threshold     (11) 

The threshold value can be learned empirically. 

If O(R+1) is malicious, the issuing bank does not approve 

the transaction, and the FDS discards the symbol. 

Otherwise, O(R+1) is malicious, the issuing bank does not 

approve the transaction, and the FDS discards the 

symbol. Otherwise, O(R+1) is added in the sequence 

permanently, and the new sequence is used as the base 

sequence for determining the validity of the next 

transaction. The reason for including new non-malicious 

symbols in the sequence is to capture the changing 

spending behavior of a cardholder.  
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Fig. 4 Probability of False Alarm compared with Fraud Transaction Mean 

Distribution. 

 

Fraud detection mean distribution is shown in Figure 4, 

where probability of false transaction compared with that 

of genuine transaction. In  Fig. 4,  it  is  noted  that  when  

probability  of  genuine    transaction  is  going  down  

correspondingly probability of false transaction is going to 

increase and vice-versa. It helps to find out the false alarm 

for the detection of fraud transaction. Hence, when the 

probability of false alarm will be more than threshold 

probability, then it will generate an alarm for fraudulent 

and also decline the transaction. 

 

3.3.2.2.1 Alerting User Regarding Fraud Transaction    
 

In  the  recent  years,  Short  Message  Service  (SMS)  has  

emerged  as  one  of  the  very  popular  means  of 

communications. Using  SMS  Gateway  Interface  system  

utilized  the  existing  GSM  SMS  service.  Sending SMS 

messages from a Fraud Detection System to a mobile 

phone via an SMPP gateway server on the Internet. There 

are so many 3rd party companies to let you use their 

gateways for sending SMS which helps to alert the credit 

card holder at the time of fraud transaction. Whenever the 

Fraud Detection System suspects a transaction as fraud, it 

blocks the transaction and alerts the credit card holder 

regarding the transaction by means of SMS, which helps 

the card holders regarding fraud transaction. 

4. Conclusions 

In this paper, we have proposed an application of HMM in 

credit card fraud detection keeping in view the current 

Indian Market. We have used different ranges of 

transaction amount as the observation symbols whereas 

the types of items have been considered to be states of the 

HMM. We have suggested a method for finding the 

Spending Profile of the Cardholders as well as application 

of this knowledge in deciding the observation symbols. 

Then we have selected the best state sequence and finally 

determined the parameters of HMM. It has also been 

explained how the HMM can detect whether an incoming 

transaction is fraudulent or not and if it is found to be 

fraudulent then how the user is notified instantly regarding 

the fraud. In our proposed model, we have found that more 

than 85% transactions are genuine and very low false 

alarms which is about 8% of the total number of 

transactions. Comparative studies reveal that accuracy of 

the system is close to 82% over a wide range of input data. 

The proposed Fraud Detection System is also scalable for 

handling large volume of transactions. 
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