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Abstract

The human visual system can quickly and efficiently capture the salient objects in a scene. Based on the biological mechanism, a new multi-scale saliency analysis method is proposed in this paper, in which the differences of region colors and spaces are calculated in different scale and their saliency map are fused together. First, we calculate the image saliency by using the color and space information of both local and global in single scale. Then by applying the multi-scale fusion, we can effectively inhibit outstanding but not salient region in each single scale, and different scale can also reflect salient region of the images from different aspects. The experiment results show that this algorithm can effectively predict the salient region attracting human attention. Our method has the state-of-the-art performance and achieves excellent results for salient objects of different sizes and salient region with complicated background in an image.
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1. Introduction

Human visual system on the analysis of complicated scene taking a serial calculation strategy, quickly turn attention to stay in a few salient target object, which is processed prior and this reaction process is called visual attention. Imitating the biological mechanism of the computer vision of salient region detection algorithm in image segmentation[1][4], image classification[2][5], target recognition [3], relocation [24], etc takes the high value [6] [7] [8][23]. Generally speaking, there are two different processes that influence visual saliency, one is top-down visual attention model, it uses high-level semantic features and knowledge-driven to compute visual saliency. The other is a bottom-up visual attention model, which is data-driven, automatic processing and it relies on image features. This paper focuses on bottom-up algorithm in salient region detection, which now roughly is divided into two kinds based on local information and global information.

According to cognitive psychology [17] and neurobiology [18][22], we can know that how visual saliency and human treat and deal with salient object of image which is closely related to visual stimuli. When observing an image, the observer's cortical responses to the salient region first. By analyzing the human visual system and summary of the current popular algorithm [9] [10] [11] [12] [13] [14] [15][16], we can know the characteristic of a good visual saliency detection is as follow:

1. Salient detection algorithm based on the region, the entire region can be separated from the surrounding environment. This method is superior to only highlight salient contour of the object than saliency detection method based on a single pixel.
2. The method based on global color and space differences tends to assign similar saliency value to the similar regions in an image and uniformly highlight the whole salient object.
3. Salient detection algorithm of single scale is able to highlight area having specific characteristics in the image, but they are not all salient region. So using multi-scale salient detection algorithm can inhibit the region obtained at a signal scale which is outstanding but not salient.

Based on the analysis of the human visual system and the current problems resolved existing in the algorithm, this paper propose a new detection algorithm by calculating difference between global region colors in different scales and fusing the saliency map in each scale. This algorithm has very good effects to process natural scene, and it can highlight the salient object in the complicated background or salient object repeatedly disturbed by background. The method in a new data set is tested, through the experiments, the proposed detection algorithm have good...
results and have achieved better accuracy with the current popular algorithms. It can effectively predict the region human pay attention to.

The remained of the paper is organized as follows: section 2 gives the description and review of related work. In section 3, we elaborated the framework of our salient detection algorithm in details by calculating the image saliency values of single-scale and fusing saliency map of different scales. In Section 4, we demonstrated our experiment results by comparing Ground truths and the results with another three currently popular algorithms. The conclusions are given in Section 5.

2. Related work

Many bottom-up models have appeared in the literature. In [9], by imitating human visual bottom-up attention mechanism, Itti proposed IT model based on the local color, brightness, and other information, through the multi-scale image characteristics of the center-around deviation. The defects of this model are that the effect is poor in the dynamic space. This theory became the base of salient region detection model. Walther [19] expanded the Itti model, through the hierarchical feedback connection made fixed size round of salient region in IT model extend into the shape of salient region in image, which can better guide target recognition, but whose efficiency decline. Liu [8] propose the multi-scale contrast to calculate image saliency based on Gaussian image pyramid contrast linear combination. The advantage of this method is to be able to use the existing mature region segmentation algorithm to carry on the calculation, but it relies on region segmentation algorithm too much. The above methods are based on local information, and these methods tend to give the edge of salient region higher saliency value, not fully highlight the whole object.

Recently, some researchers begin to focus on the global information of the image. R. Achanta et al. proposed a frequency-tuned salient region detection algorithm (FT) in [13]. The FT first converts image to Lab color space then defines the saliency at each location as the difference between the Lab pixel value and the mean Lab value of the entire image. This method proposes a new direction of detecting salient region. In [14], Hou et al. propose a simple and fast algorithm based on spectrum residual (SR) in frequency domain, but the saliency map of SR only use the information contained in the amplitude Spectrum. And in [15], the phase spectrum of the Fourier transform (PFT) was introduced and achieved nearly the same performance as the SR. But SR and PFT tend to find small salient region. When detecting a large salient object, they highlight the contour of the object while ignoring the internal details of the object. Based on SR and PFT, Li proposed HFT [16] detection algorithm based on frequency domain. HFT make full use of the information of amplitude spectrum and phase spectrum in frequency domain after Fourier transform to calculate the saliency value of image. Goferman in [12] propose context-Aware salient region detection algorithm (CA) according to differences of global feature, and the algorithm takes account of the information local and global properties of image, visual organization principle and surface characteristics to achieve salient region calculation.

The above method is based on the global information, whose efficiency has been improved in the calculation, and it considers the global relationship, while most of them ignore the existing of the spatial relationship in the image and can't even uniformly highlight objects for the larger salient objects.

3. Visual saliency model

According to the visual organization principle, each pixel of the image is not independent, and there is usually some relationship between the pixels. In the FT, only the individual pixels and global average color difference are used, and its defect is that only considers a single isolated pixels, and ignores the contact between the pixels and the pixels around, and fails to consider spatial information. According to visual organization principle, the salient region of an image is formed by one or several very important piece of composition, that is to say salient pixel in the image is concentrated. Therefore, we calculate the single scale image saliency based on the region. Here, we will first divide images into several parts according to the different scale, and the integral image is introduced to separate and describe them. Then based on the patch already divided according to each scale, we calculate the global color and space difference of each patch between and considered as image saliency value, thus obtains the saliency map of different scales.

3.1 Region division and representation

To count color features of region of the input image, we need to divide the image into multiple areas. Firstly, images of different sizes uniform converted into the image whose size is 256 * 256. So that we can divide each image at the same scale. We divide image into the multiple patch whose size is k*k, in this paper, k=4,8,16,32. The number of patch in the image is 256 / k * 256 / k.

The size of image can be random. In order to obtain the statistical input image area color characteristics the image is divided in the same scale. First of all there is need to
unify different size images into the same size of 256 * 256. Then the images are divided into N non-overlapping patches with the pixel number for k * k, and the k is the scale adopted in this paper of which the four dimensions, namely k = 4,8,16,32. The number of patch diagram N is 256 / k * 256 / k. In this algorithm, each patch is represent with its region color means value, so the concept of integral image is introduction. Integral image can fast calculate the sum of all pixels on a random area of image. A random point (i, j) in a integral image refers to sum of pixels of all the points in the rectangular area from the top left hand corner of the image to the point., The formula is as follows:

\[ s(i, j) = \sum_{i=0}^{j} \sum_{j=0}^{j} f(i, j) \]  

(1)

The value of each position in the integral image can also be calculated using the following formula:

\[ s(i, j) = s(i-1, j) + s(i, j-1) - s(i-1, j-1) + f(i, j) \]  

(2)

Where, \( s(i, j), s(i-1, j), s(i, j-1) \) represent the value of the position \((i,j), (i-1,j), (i-1,j-1)\) in integral image. \( f(i, j) \) is the value of the position \((i,j)\) in original image. According to the integral image, we can use Eq(3) to calculate the sum of all pixels within each region of original image.

\[ F(i_p \ldots i_q, j_p \ldots j_q) = \sum_{i_{q-1}}^{i_q} \sum_{j_{p-1}}^{j_q} (s(i_q, j_q) - s(i_{q-1}, j_{p-1})) \]  

(3)

Where, \( F(i_p \ldots i_q, j_p \ldots j_q) \) represent the sum of the pixels within region among four pixels point \((p,p),(p,q),(q,p),(q,q)\) in original image. \( s(i_q, j_q), s(i_{q-1}, j_p) \) and \( s(i_{q-1}, j_{p-1}) \) represent the value of position \((i_q,j_q), (i_{q-1},j_p), (i_{q-1},j_{p-1})\) in integral image. Figure 1 (1) shows the pixels of a simplified image, and Figure 1 (2) is the integral image corresponding to Figure 1 (1). If we want to calculate the sum of pixels in gray region in figure 1(1), we just need to calculate the pixels of yellow position in (2) according to the Eq (3).

\[
\begin{array}{cccc}
3 & 2 & 7 & 2 \\
1 & 5 & 1 & 3 \\
5 & 1 & 3 & 5 \\
4 & 3 & 2 & 1 \\
2 & 4 & 1 & 4 \\
\end{array}
\]

(1)

\[
\begin{array}{cccc}
3 & 5 & 12 & 14 \\
4 & 11 & 19 & 24 \\
9 & 17 & 28 & 38 \\
13 & 24 & 37 & 48 \\
15 & 30 & 44 & 59 \\
\end{array}
\]

(2)

Fig 1. (1) Original image. (2) The integral image corresponding to (1).

Therefore, the mean value of pixels of the region can be calculated according to the Eq (4):

\[
\overline{F}(i_p \ldots i_q, j_p \ldots j_q) = \frac{F(i_p \ldots i_q, j_p \ldots j_q)}{((q-p) \times (q-p))}
\]

(4)

Where, \( \overline{F}(i_p \ldots i_q, j_p \ldots j_q) \) represent the mean value of the pixels within region among four pixels point \((p,p),(p,q),(q,p),(q,q)\) in original image. \((q-p) \times (q-p)\) is the size of region.

Using integral diagram can effectively calculate the mean pixel of arbitrary area and is very suitable for calculation of the region characteristics, thus it can improve the efficiency of the proposed algorithm.

3.2 Local and global different-scale image saliency

Given an image using 2.1 to do image division, the image is divided into patches and each patch can be expressed. This section will be effective to calculate the saliency value of each piece, make saliency value differences between patches clear, highlight salient region and inhibit the non-salient area. In this process, there are two factors will be considered: one is the difference of the color in the image between any two blocks; the second is distance between them, which should be considered combined with the global information.

3.2.1 The color difference between patches

Color as an important bottom feature, it can well describe the differences between the region and highlight salient region. So, in this paper, we use the mean Lab value of region to describe a region. According to the principles of visual organization, colors of salient patches are similar, and the color difference is large between non-salient patches and salient patches. So, we define the distance between a patch and others in an image as Eq (5).

\[
d_{F}[i][j] = \sqrt{(\overline{F}_L(i) - \overline{F}_L(j))^2 + (\overline{F}_a(i) - \overline{F}_a(j))^2 + (\overline{F}_b(i) - \overline{F}_b(j))^2}
\]

(5)

Where, \( d_{F}[i][j] \) is the color distance between the i-th patch and the j-th patch, \( \overline{F}_L(i), \overline{F}_a(i), \overline{F}_b(i), \overline{F}_L(j), \overline{F}_a(j), \overline{F}_b(j) \) respectively represent the mean L,a,b value of the i-th patch and the j-th patch in CIE *L*a*b* color space.
3.2.2 Combining with the spatial distance

In an image, the number of salient patch is less. If the sum of color difference between a patch and all the other patches in image is larger, then it can be identified as a salient patch. Therefore, we use the sum of color difference between each patch and the other patches in the image to describe the patch saliency.

The spatial distance between the patches is a very important factor when calculating image saliency. Because spatial distribution of most salient patches is concentrated on the adjacent areas of the center of the image, however, non-salient patches can be distributed within the whole image. According to the spatial features of the salient region, if a region is salient, the possibility that its surrounding region is salient is larger and the possibility that regions far away from it are non-salient is larger. For regions in image, with the increase of the space distance between them, the influence between them will be smaller. By integrating the information of region color differences and space distance, image salient formula based on the single-scale is given. The formula as follows:

\[
S[i] = \sum_{j=0}^{n} \left( 1 + d_p(i, j) \right) \sqrt{\frac{1}{F_L(i) - F_L(j)}^2 + \frac{1}{F_a(i) - F_a(j)}^2 + \frac{1}{F_b(i) - F_b(j)}^2} 
\]

\[
d_p(i, j) = \sqrt{(i_x - j_x)^2 + (i_y - j_y)^2} \quad (7)
\]

Where, \(d_p(i, j)\) is the Space Euclidean distance between the i-th patch and the j-th patch. \(S[i]\) is the image saliency value. By add in space distance, we can control the interaction among all regions in the image. Saliency map of different scale are shown in figure 3.
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Fig 2. (1) The input image. (2) The saliency map that size is 4*4. (3) The saliency map that size is 8*8. (4) The saliency map that size is 16*16. (5) The saliency map that size is 32*32.

3.3 Analysis of saliency map of each scale

When a scene is very far away from observers, the human visual attention mechanism will more focus on the whole salient regions in the image. When a scene is close to us, human visual attention mechanism can pay more attention on more salient or detail part in the salient region. Our method adopted multi-scale to mimic the biological mechanisms. In this section, we analyze the characteristic of single-scale saliency map.

When image was divided by small scale, we can clearly highlight the whole salient region as well as details of the region. If image was divided by larger scale, we can very accurately locate the position of the salient region (Figure 2). Original image is shown in figure 2(1). Figure 2(2) is saliency map whose original image is divided at a scale of 4*4 and we clearly see the contour and details of salient region. The figure 2(5) shows the saliency map at a scale of 32*32, and we can accurately locate the position of the flower in image which is the most significantly bright region. The figure 2(3) and 2(4) is saliency map at scale 4*4 and 8*8, their contour gradually blunted but the positions of salient region increasingly clear. In addition, when image was divided by small scale, we can clearly highlight the more salient part in salient region. However image was divided by larger scale, we can highlight the position of salient region. In figure 2(2), we also can find the stamen portion is brighter and it is more salient. The stamen portion is longer highlight in figure 2(5) and the whole flower is salient.

We can highlight a patch having a specific characteristic according to the color and spatial characteristics of the image by using single-scale, but these patches are not all salient. When image was divided by small scale, saliency map tend to highlight contour and details of the salient object. However, when larger scale is adapted, we can very accurately locate the position of the salient region in image.

3.4 The integration of the salient region in the multi-scale

Natural images contain wide content and degree of complexity is diversified. The salient detection effect of a single scale is not very ideal. Recently, it has been noticed and the multi-scale detection algorithm was introduced. In [6], multi-scale model based on frequency domain has been proposed and achieves good results. By using the multi-scale salient detection algorithm, we can analyze the region of interest and calculate the image saliency at different scales, thus we can do a comprehensive analysis for the salient region of the image and highlight salient region of different sizes in images.

According to gestalt law, the visual organization form is due to one or a few region that is highlight and causes the attention of the visual system. It implies that the region attracting attention of visual system is obviously salient. The region that the algorithm of different scales all can highlight most likely is salient, then we should highlight...
this region and suppress other regions of the image in final saliency map. So we superimposed saliency map obtained at different scale by pixel to get our final saliency map. The experiments show saliency maps of four scales all contain important information. The final saliency is calculated as Eq (8).

$$S = \sum_{i=1}^{k} r_i S_i$$  

(8)

Where, $S$ is saliency value of final saliency map, $S_i$ is saliency value of saliency map obtained at different scale. $r_i$ is corresponding weight of each saliency map. $r_i = 1/4$ in our experiment. Our final saliency map is shown in figure 3(6), the whole salient region is highlighted and the contour is very clear. At the same time, the dandelion stems which is non-salient but highlighted in figure 3(2) and 3(3) and redundant parts figure 3(5) in are inhibited.

Multi-scale can make better use of the local and global feature information in image. The single-scale saliency map can highlight the region which contains special features and reflect salient objects from different aspects. After fusing the saliency map of different scale, we can highlight unusual region which is belong to salient object and the final saliency map inherit the advantage of most saliency map. By using multi-scale, the accuracy of our algorithm is also high and can achieve real-time detection.

$$\frac{TP}{TP + FN}$$  

(9)

4. Experiment

In this section, we introduce a new database set containing 126 images was collected using Achanta[13] and Li’s database [16] as well as the recent literature. Images of the database include salient objects of different sizes, background of some images is complex or repeated interferes with salient object and other images contain more than a salient object. At the same time, the database also provides salient region maps labeled by humans as ground truth. We evaluate our algorithm in the database by comparing with ground truth and three classic and novel algorithms of SR, CA and Itti. In compute vision, the human fixation most concentrated in salient region. So the salient detection algorithm should accurately be able to predict the region human pay attention to [14][20]. Our algorithm use multi-scale fusion and it make the advantage of the saliency map of each scale converge to the final saliency maps. It can clearly highlight the position as well as details of salient object. Therefore, we will analyze the feasibility of our salient region detection algorithm based on region.

We will qualitative evaluate the implementation of our algorithm by using the ground truth of region and compare with SR, Itti and CA. The figure 5 shows the comparison among them. We can clearly find when detecting larger region, SR places extra emphasis on edge detection (figure 4(4)), and also Itti have same characteristic (figure 4(5)). Our algorithm can highlight the edge of salient region as well as details of the region (figure 4(3)).The third column of Figure 4 are the saliency map by using our method. The experimental results show our method can highlight salient object in image, whether complex background or foreground disturb background, besides, shape and detail of salient object is much the same as the ground (figure 4).

To evaluate our algorithm, we introduce Receiver operating characteristic curve (ROC) and the area under ROC (AUC). ROC curve is that the true positive rate (TPR) between saliency map and region human relabeled is as the horizontal axis and the false positive rate (FPR) is as the vertical axis.

$$TPR = \frac{TP}{TP + FN}$$  

(9)
\[
FPR = \frac{FP}{(FP + TN)}
\]

(10)

TP is true positive, FP is false positive, TN is true negative, FN is false negative.

In this experiment, besides ROC, we also use the DSC (Dice Similarity Coefficient) as a measure to evaluate the overlap between the threshold saliency map and the ground truth. The peak value of the DSC curve (PoDSC) is an important index of performance, as it corresponds to the optimal threshold and the best possible algorithm performance [21].

Table 1 and Figure 5 show the experimental results of our method and other algorithms in the entire database. We can see the value of AUC and PoDSC of SR, CA, Itti and our algorithm and they are calculated under the same conditions. Figure 5 shows corresponding ROC curve. By comparing two values in table 1 and ROC curve of figure 5, we find our algorithm can get better detection effect on the entire database, our algorithm have higher AUC and PoDSC. It indicates that our algorithm can more accurately predict region that human pay attention to and highlights the position and details of the region.

<table>
<thead>
<tr>
<th></th>
<th>The value of AUC</th>
<th>The value of PoDSC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>0.9353</td>
<td>0.6363</td>
</tr>
<tr>
<td>SR</td>
<td>0.8074</td>
<td>0.4720</td>
</tr>
<tr>
<td>Itti</td>
<td>0.9120</td>
<td>0.5602</td>
</tr>
<tr>
<td>CA</td>
<td>0.9252</td>
<td>0.6196</td>
</tr>
</tbody>
</table>

5. Conclusions

In this paper, we propose a new saliency detection method. To measure the saliency, we actually combine the color and spatial distance information of image in different scale space, then fusing saliency map of each scale. Experiment results show that our method outperforms some state-of-the-art saliency detection approaches on predicting the region that human pay attention to. One of the limitations of our method is that we focus on regions possessing distinct low-level features. Therefore, next, we will introduce high-level semantic information or increase texture, shape and other information to improve our saliency detection approach. The goal of our research is develop a system for detection of signpost and license plate.
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