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Abstract
Segmentation is applied in medical images when the brightness of the images becomes weaker so that making different in recognizing the tissues borders. Thus, the exact segmentation of medical images is an essential process in recognizing and curing an illness. Thus, it is obvious that the purpose of clustering in medical images is the recognition of damaged areas in tissues. Different techniques have been introduced for clustering in different fields such as engineering, medicine, data mining and so on. However, there is no standard technique of clustering to present ideal results for all of the imaging applications. In this paper, a new method combining genetic algorithm and K-Means algorithm is presented for clustering medical images. In this combined technique, variable string length genetic algorithm (VGA) is used for the determination of the optimal cluster centers. The proposed algorithm has been compared with the K-Means clustering algorithm. The advantage of the proposed method is the accuracy in selecting the optimal cluster centers compared with the above mentioned technique.
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1. Introduction
Segmentation is vital in the analysis of medical images which can be useful in many applications such as distinguishing the arteries borders from each other in angiography, the size of tumor and its response to treatment, interpretation of operation, the study of brain growth and recognition of tumor and so on. Therefore, it is obvious that segmentation is often used as the first and most important phase in the recognition and treatment of a disease in analyzing medical images like MRI images, and by the intuitive nature of the image, segmentation can be totally different. Segmenting an image refers to the technique of segmenting the space of an image into meaningful homogeneity areas with no overlaps which are the same in some features like, intensity or tissues [1]. The segmenting techniques are classified into two categories:

1. Edge-based techniques
2. Area-based techniques

In the former, both the borders presented in the images and their surroundings are found. While in the latter, the purpose is to initiate from image histogram, and is based on the intensity of pixel intensity whether it is less or more than the given amount of the given value. Clustering as a technique of segmentation, is a segmenting process in which series of information, being usually multidimensional, are divided into groups, so that the members of groups are the same in some criteria, while the members of different groups are different.

Clustering involves finding a structure in a cluster with data having no label. Clearly labels are often observable in medical images like MRI which are analyzed by the physician. When the given labels are not clear, the computer should be applied in labeling. The process of labeling and segmenting can be either synchronously or separately.

There have been different clustering techniques for the image segmentation such as, K-Means [2], Fuzzy C-means [3] and Average link [4] algorithms. These algorithms play important roles in the analysis of imaging in medicine, engineering and etc. In the most techniques mentioned above, the numbers of classes are applied as initiate input, where the clustering is defined as the distribution of N sample, in the space of n dimension in the group K [5][6]. One of the problems in these methods to determine the number of optimal classes for each of the images. Genetic algorithm as an optimal searching technique in the length of searching process is used for the optimal search of cluster center in medical images regarding the high volumes of image pixels [7-9]. One of the well-known clustering methods is K-Means algorithm which is implementable easily. Clustering by K-Means algorithm has high speed convergence; however, its accuracy is not satisfied for abnormal brains (such as tumor, swelling and
etc). Unfortunately, its original version has some objections like its dependence on the initial values of centers and convergence to the local optimal response [10]. Using genetic algorithm, the problems mentioned above have been removed. However, by combining two algorithms, incredible results have been obtained [11][12]. Different clustering algorithms present different results and evaluating these results is very important. Thus, cluster validity is an important challenge. Two main criteria of combination and separation are used for evaluating optimal clusters. Different accuracy criteria have already been proposed such as, Rand Index [13], Dunn’s separation measure [14], Davies Bouldin [15], C-index [16], Adjusted Rand Index [17] and etc.

2. The Proposed method

The process of clustering of the proposed model is shown step by step as follows:

Input: Medical image.

Step1: Application of a smoothing filter with a 3 × 3 neighborhood to reduce the radio frequency noise and small effects of image.

Step2: Computing the number of maximum chromosomes (\( k_{\text{max}} \)) using noiseless image histogram.

Step3: Application of variable string length genetic algorithm (VGA) for obtaining optimal cluster centers.

Step4: Application of K-Means algorithm clustering on the images using the optimal cluster centers.

Output: Clustered medical image.

2.1 Image pre-processing

MRI image is often the results of noise in the imaging environment of MRI device. One of these noises is the noise of radio frequency (RF) which is reduced by a smoothing filter with the 3 × 3 neighborhood. In Fig 1, the smoothing filter with the 3 × 3 neighborhood is shown.

2.2 Evaluation of cluster maximum

In this section, the number of maximum chromosomes (\( k_{\text{max}} \)) is computed by using noiseless image histogram as one of the features of image. So that \( k_{\text{max}} = (\text{rand}() \times k^*) + 2 \) and \( k^* \) is the number of given peaks appearing in image histogram.

2.3 Variable string length genetic algorithm

In this paper, a genetic algorithm with a variable string length of chromosome has been presented. In the following, the implementation of the proposed genetic algorithm and the applications used in which will be explained.

2.3.1. Chromosome representation

In the proposed genetic algorithm, chromosomes are indicate the cluster centers. Supposing that the MRI images are two dimensions, \( l_i \) as the \( i^{\text{th}} \) chromosome length which is \( 2 \times k_i \), and \( k_i \) as the number of clusters.

2.3.2. Generating initial population

For each \( i \) chromosome, the initial population is produced randomly from the surrounding borders of the image. After generating initial population, the qualification of each chromosome is obtained from the fitness function.

2.3.3. Constructing fitness function

The qualification of each member of community is determined by using fitness function after creating initial community. By using this fitness function, a number is assigned to each chromosome which is the value of that chromosome. This number is used as a merit determining the presence of this chromosome for the next generation. To compute the fitness, suppose \( V = \{v_1, v_2, v_3, ..., v_k\} \) be a chromosome that each of its members is the center of each cluster. Thus, fitness function is computed in equation (1).
\[ F(v, x) = \frac{|v_i - v_j|}{\sum_{i=1}^{n_i} |v_i - x_i| + \sum_{p=1}^{n_p} |v_j - x_h|} \quad (1) \]

\[ \forall i, j \quad i \neq j, \quad 1 \leq t \leq n_t, \quad 1 \leq p \leq n_p \]

Where \( |v_i - v_j| \) is the distance between the cluster centers of \( i \) and \( j \), \( \sum_{i=1}^{n_i} |v_i - x_i| \) and \( \sum_{p=1}^{n_p} |v_j - x_h| \) are the sum of differences between \( i \) and \( j \) cluster members and the cluster centers, \( n_i \) and \( n_j \) are the number of \( i \) and \( j \) cluster members. To obtain the optimal clustering, the purpose is an increase of the fitness is required which is equivalent to clustering with minimum distribution into clustering and minimum separation between cluster centers.

### 2.3.4. Defining genetic operators

**Selection:** In this paper, for selecting parental chromosomes, some are selected randomly among the chromosomes with low fitness functions. Then, two chromosomes among them with the highest quality are selected as parental chromosomes.

**Crossover:** After selecting parental chromosomes, the process of composing must be done. Let \( P_1 \) and \( P_2 \) be the parental chromosomes and \( C_1 \) and \( C_2 \) be the chromosomes obtained from the process of composing. From a random number \( \alpha \), the process of combining will be applied on the parental chromosomes as shown in the equation (2) and (3).

\[ C_1 = \alpha \times P_1 + (1 - \alpha) \times P_2 \quad (2) \]
\[ C_2 = \alpha \times P_2 + (1 - \alpha) \times P_1 \quad (3) \]

The process of composing is shown in Fig 2.

### 2.3.5. Full genetic algorithm

The different processes of genetic algorithm with variable string length are shown as a follow:

**Input:** Medical image, maximum generation \( (G) \), size of population \( (P) \), crossover probability \( (P_c) \) and mutation probability \( (P_m) \).

**Step1:** Determining the maximum numbers of clusters \( (k_{max}) \) through image histogram to create chromosomes using \( k_{max} \).

**Step2:** The initial values of chromosomes. Consider the number of generation \( (g) \) as 1.

**Step3:** Computing the fitness function for each chromosome in initial population.

**Step4:** Rearrange the population and assigning a degree for each chromosome in the population.

**Step5:** Selection among population chromosomes and then transferring them into mating pool. Apply the process of composing and mutation on the chromosomes which are in the mating pool to create child chromosomes.

**Step6:** Compute fitness function for each child chromosome.

**Step7:** Apply elitism by combining child and parent chromosomes, rearrange and finally, selecting the best chromosome to create the next generation. Add one unit to the number of generation \( (g = g + 1) \).

**Step8:** If the maximum Iterative steps \( G \) is not reached \( (g \leq G) \), go to Step 4.

**Output:** Select the qualified chromosome in the final population.

Being found the qualified chromosome with the optimal cluster centers, the process of clustering must be applied on the medical images using K-Means clustering algorithm.

### 2.3.6. K-Means clustering algorithm

K-Means algorithm is considered as a technique based on gravity center, which is a basic method for many clustering methods such as fuzzy clustering, because of its simplicity. Different forms have been presented for the K-Means algorithm. But all of them have the same repetitive procedures which try to estimate only a fixed number of clusters as follows:

- Obtaining some points as the cluster centers. In fact, these points are the averages of points in each cluster.
- Assigning each sample data to a cluster in which the given data has the least distance from the center of the cluster.
Alternatively, corresponding to the number of needed clusters, some points are selected randomly. Then, data is assigned to these clusters regarding the amount of similarities. So some new clusters are obtained. By repeating the same procedures, it is possible to compute new centers in each iterative through rearranging the given data and then assigning data to new clusters.

It is possible to explain the stopping in K-Means algorithm as follows:

Let \( v_{i}^{(n)} \) be the center of \( i \) in step \( n \) and \( v_{i}^{(n-1)} \) be the center of \( i \) in step \( (n-1) \), in step 4 the equation of \( |v_{i}^{(n)} - v_{i}^{(n-1)}| < \delta \) is investigated. If the difference between two quantities of some hierarchical center is less than the value of a pre-determined initial \( \delta \), then the algorithm will stop. Otherwise; the process will be repeated as many times as it is needed and finally, the number of repeats reaches to a certain level.

Step 1: The point K is selected as cluster centers.
Step 2: Each sample data is assigned to the cluster center with least distance from the given data.
Step 3: After assigning all data to all clusters, a new point is computed for each cluster as a center one by one (The average of points related to each cluster).
Step 4: If there is no change in the cluster centers \( |v_{i}^{(n)} - v_{i}^{(n-1)}| < \delta \), go to step 2.

---

3. Cluster validity measure

In this paper, Dunn index has been used to measure validity of cluster. Dunn index, which is one of the internal criteria for the accuracy of clustering, is obtained from equation (4).

\[
D = \min_{i \neq j} \left\{ \min_{x \in K_i, y \in K_j} \left( \frac{d(K_i, K_j)}{\max_{h \neq i} \Delta(K_h)} \right) \right\}
\]

where \( d(K_i, K_j) \) and \( \Delta(K_i) \) are obtained from equations (5) and (6).

\[
d(K_i, K_j) = \min_{x \in K_i, y \in K_j} \{d(x, y)\}
\]

\[
\Delta(K_i) = \max_{x, y \in K_i} \{d(x, y)\}
\]

in which \( d(K_i, K_j) \) is the distance from clusters \( i \) and \( j \), \( \Delta(K_h) \) is the maximum \( h \)-th cluster diameter, \( d(x, y) \) is the distance between the given \( x \) and given \( y \) and \( n_c \) is the number of clusters.

By combining criteria of clusters and separating criteria between clusters, the greater value for Dunn index will be an optimal value.

4. Experimental results

In the simulation of the proposed model, MRI images of brain and heart [18] have been used. For mutation and selection degrees, different values are considered. The maximum numbers of generations (\( G \)) is considered as 12 and the minimum numbers, is considered to be 4. The maximum numbers of chromosomes in each generation is considered to be 150 and the minimum numbers considered to be 30. The obtained results are shown in the Table 1 and the Table 2.

Table 1: The proposed model results for MRI brain image by different parameters.

<table>
<thead>
<tr>
<th>#</th>
<th>( P )</th>
<th>( G )</th>
<th>( P_m )</th>
<th>( P_s )</th>
<th>( F(v, x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>30</td>
<td>4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.00657</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>8</td>
<td>0.15</td>
<td>0.5</td>
<td>0.31253</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.34522</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>8</td>
<td>0.15</td>
<td>0.5</td>
<td>0.00563</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.43050</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>8</td>
<td>0.15</td>
<td>0.5</td>
<td>0.32957</td>
</tr>
<tr>
<td>7</td>
<td>120</td>
<td>8</td>
<td>0.2</td>
<td>0.2</td>
<td>0.55971</td>
</tr>
<tr>
<td>8</td>
<td>120</td>
<td>4</td>
<td>0.15</td>
<td>0.5</td>
<td>0.29416</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>8</td>
<td>0.2</td>
<td>0.2</td>
<td>0.55396</td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>4</td>
<td>0.15</td>
<td>0.5</td>
<td>0.30648</td>
</tr>
</tbody>
</table>

For example, the fourth test results are shown in Fig 3 and 4.
Different clustering algorithms show different results, and evaluating those results is very important. Thus, cluster validity has become a very important challenge. In this paper, the proposed model has been compared with the different clustering algorithms such as K-Means clustering algorithm. The comparison is based on the use of criteria and Dunn index, and its results are shown in Table 3 and Fig 7. It is important to note that the greater value of Dunn index shows an optimal clustering.

Table 2: The proposed model results for MRI heart image by different parameters.

<table>
<thead>
<tr>
<th>#</th>
<th>P</th>
<th>G</th>
<th>( P_m )</th>
<th>( P_s )</th>
<th>( F(v, x) )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>worst</td>
</tr>
<tr>
<td>1</td>
<td>30</td>
<td>4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.088837</td>
</tr>
<tr>
<td>2</td>
<td>30</td>
<td>8</td>
<td>0.15</td>
<td>0.5</td>
<td>0.031170</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.054473</td>
</tr>
<tr>
<td>4</td>
<td>80</td>
<td>8</td>
<td>0.15</td>
<td>0.5</td>
<td>0.048480</td>
</tr>
<tr>
<td>5</td>
<td>100</td>
<td>4</td>
<td>0.2</td>
<td>0.2</td>
<td>0.123110</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>8</td>
<td>0.15</td>
<td>0.5</td>
<td>0.039079</td>
</tr>
<tr>
<td>7</td>
<td>120</td>
<td>12</td>
<td>0.2</td>
<td>0.2</td>
<td>0.160360</td>
</tr>
<tr>
<td>8</td>
<td>120</td>
<td>4</td>
<td>0.15</td>
<td>0.5</td>
<td>0.023779</td>
</tr>
<tr>
<td>9</td>
<td>150</td>
<td>8</td>
<td>0.2</td>
<td>0.2</td>
<td>0.162350</td>
</tr>
<tr>
<td>10</td>
<td>150</td>
<td>12</td>
<td>0.15</td>
<td>0.5</td>
<td>0.083363</td>
</tr>
</tbody>
</table>

For example, the sixth test results are shown in Fig 5 and 6.
5. Conclusion

The results of investigation on clustering in medical images showed that K-Means algorithm and other similar algorithms are relatively more efficient in clustering normal brain MRI images with no noise and getting the best centers of cluster for clustering purposes must be done by random. Thus, using such methods are not suitable to measure the volume of tumor and its response to treatment, interpretation of operation, the study of brain growth, recognition of tumor and so on. Therefore, to overcome to this problem, a technique is required to be presented. In this paper, a new method has been introduced for clustering medical images, with respect to the importance and application of clustering in the segmentation of images. The advantage of the proposed method is obtaining the optimal cluster centers using variable string length genetic algorithm.
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