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Abstract 
This paper outlines a methodology for aiding the decision 
making process for investment between two financial market 
assets (eg a risky asset versus a risk-free asset), using  neural 
network architecture. A Feed Forward Neural Network (FFNN) 
and a Radial Basis Function (RBF) Network have been 
evaluated. The model is employed for arriving at a decision as to 
where to invest in the next time step, given data from the current 
time step. The time step could be chosen on 
daily/weekly/monthly basis, based on the investment 
requirement. In this study, the FFNN has yielded good results 
over RBF. Consequently the FFNN  developed enable us make a 
decision on investment in the next time step between a risky 
asset (eg the BSE Sensex itself or a single share) versus a risk-
free asset (eg Securities like Govt Bonds, Public Provident 
Funds etc).The FFNN is trained with a set of data  which helps 
in understanding the market behaviour. The input parameters or 
the information set consisting of six items is arrived at by 
considering important empirical features acting on real markets. 
These are designed to allow both passive and active, 
fundamental and technical trading strategies, and combinations 
of these. Using just six items simplifies the decision making 
process by extracting potentially useful information from the 
large quantity of historic data. The prediction made by the  
FFNN model has been validated from the actual market data. 
This model can be further extended to choose between any two 
categories of assets whose historical data is available.           
     
Keywords: financial forecasting, risky assets, risk free assets, 
Feed Forward Neural Networks, Radial Basis Function 
Networks. 

1.   Introduction 

Artificial Neural Networks (ANN) have earned 
themselves a unique position as non-linear approximators.  
In general, of all the AI techniques available, ANN deal 
best with uncertainty[1]. Like other forms of soft 
computing, ANN perform well in noisy data 
environments and has proved to exhibit a high tolerance 
to imprecision. These characteristics of ANN make them 
particularly suited to the arena of financial trading. The 
stock market represents a data source with an abundance 
of uncertainty and noise.  

 
While ANN have been extensively studied [2,3] to 
perform a predictive analysis of the security prices, it may 
not be possible to model one general network that will fit 
every market and every security, hence models are  built 
specific to markets and asset classes. Risky assets are 
those which do not have a guaranteed rate of return. An 
example of risky asset is stocks. Risk-free assets are those 
which give a return at a constant rate for eg, securities like 
Govt bonds. Since there is always a particular amount of 
risk associated with a risky asset, an investor cannot be 
assured of making a profit. This creates a need for a 
choice between risky and risk-free assets in order to 
maximize the profits, while minimizing the risk at the 
same time. The historical market prices would provide us 
with a better idea about the market’s behavior. This data 
is incorporated into a Feed-Forward Neural Network in 
order to predict the behavior of the market in the future. 
These have been modeled on the Bombay Stock 
Exchange (BSE) and the results are presented here. 

2.  Investment Decision : Risky Vs Risk Free 
Asset  

2.1  Artificial Neural Network.  

An Artificial Neural Network (ANN) is a mathematical 
model or computational model that attempts to simulate 
the structure and/or functional aspects of biological neural 
networks.  There are different types of Neural Networks. 
There are no standard rules available for determining the 
appropriate number of hidden layers and hidden neurons 
per layer. Smaller number of hidden nodes and hidden 
layers would render better generalization. A pyramid 
topology, which can be used to infer approximate 
numbers of hidden layers and hidden neurons has been 
suggested by Shih [4]. Azoff [5] suggests that  a network 
with one hidden layer and 2N + 1 hidden neurons is 
sufficient for N inputs, and  states that the optimum 
number of hidden neurons and hidden layers is highly 



IJCSI International Journal of Computer Science Issues, Vol. 7, Issue 6, November 2010 
ISSN (Online): 1694-0814 
www.IJCSI.org   311 

 

problem dependant. Gately[6] suggests setting the number 
of hidden nodes to be equal to the total of the number of 
inputs and outputs. Some researchers suggest  training a 
great number of ANN with different configurations, and 
then select that configuration that performed best- Kim at 
al.[7]  Finally, another reasonably popular method is used 
by some researchers such as Kim& Lee[8] and Versace et 
al[9], whereby genetic algorithms are used to select 
between possible networks given choices such as network 
type, architecture, activation functions, input selection 
and preprocessing. Another method Tan[1], starts with a 
small number of hidden neurons and increase the number 
of hidden neurons gradually. A detailed comparative 
study can be seen at Vanstone[10]. For the purpose of this 
study, modeling has been attempted using a Feed-Forward 
Neural Network (FFNN) and a Radial Basis Function 
Network (RBF).  

2.2.  Modeling BSE Sensex  

BSE Sensex, the most popular Indian stock index has 
been chosen for the study. The time step considered here 
is one month. BSE Sensex Index data pertaining to 
trading months starting from the year 2003 to 2008, is 
used for training the network. The duration is long enough 
and covers adequate market fluctuation. The one year 
monthly closing values of the Sensex for the year 2009 
are used as the validation data set.  

2.3. Model Architecture of FFNN 

The functional form used is a FFNN (see Fig 1) with a 
single hidden unit with restricted inputs giving an output 
LeBaron[11,12,13].  The output is a simple function  α(zt, 
wj). The equations given below define the network,  

  
 hk      = g1 (w0,k z t, k + w1,k)   (1) 

             6 

 α(zt) = g2 (w2 + Σ  w3,k hk)   (2) 
           k=1 

 g1(x) = tanh(x)     (3) 
 
 g2(x) = ½(1+tanh(x/2))    (4) 

 
where zt is time t information and wj are parameters. k  
takes values from 1 to 6 so that the weight array {w} 
consists of 19 parameters. The output from the 
intermediate neuron k is denoted hk. The output from the 
network, α  is a 0 or 1 which would suggest  where to 
invest in the next time-step, a 0 indicating that risk-free 
asset would give higher returns for the particular time-step 
and a 1 indicating that investing in an Index Fund tracking 
the BSE  would  render higher returns. 
  

 

Fig. 1 FFNN: Decision between Risky Vs Risk Free Asset. 

2.4 Input Values to the FFNN:The Information Set  

The information set consists of six items. These are 
designed to allow both passive and active, fundamental and 
technical trading strategies, and combinations of these 
[11,12]. Using just six items simplifies the decision making 
process by extracting potentially useful information from 
the large quantity of historic data The first three inputs are 
the returns on equity in the previous three time-steps, 
useful for technical trading. The fourth is a measure of how 
the current price differs from the rational-expectations 
price. The last two inputs measure the ratio between the 
current price and exponentially weighted moving averages 
of the price.  Information set being:  

 
zt,1  = rt  = log( (pt +dt)/pt-1)    
zt,2 = r t-1       
zt,3 = r t-2      

zt,4 = log(r pt / dt)     
zt,5 = log(pt/ m1,t)     
zt,6 = log(pt/ m2,t)     

 
Where pt  is the share price, dt  is the dividend paid, r is a 
constant and mi,t  is the moving average given by 
         mi,t  =  ρi  mi,t-1  + (1- ρi  ) pt                    (5)
       
  with   ρ1 = 0.8 and ρ2 = 0.99.     

2.5  Results: Training & Testing  FFNN  

The MATLAB Neural Network Toolbox has been chosen 
for creating, training and testing the network. The FFNN 
was trained with inputs from historical prices of BSE index, 
calculated taking monthly closing prices of BSE stock 
index from the year 2003 to 2008. The network was tested 
with data pertaining to the year 2009 and the results have 
been found to validate the market scenario. It has been 
found that the FFNN with one hidden layer with six 
neurons has produced quite accurate results. The network 
prediction matched with the test data of 2009 market. The 
neural network thus establishes the functional dependency 
between the input parameters and the market behavior. 
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2.6  Radial Basis Function (RBF) network  

Radial Basis Function (RBF) network(Fig 2) is an 
artificial neural network that uses radial basis functions as 
activation functions. It is a linear combination of radial 
basis functions. They are used in function approximation, 
time series prediction, and control. RBF networks 
typically have three layers: an input layer, a hidden layer 
with a non-linear RBF activation function and a linear 

output layer. The output, , of the 
network is thus 

 

where N is the number of neurons in the hidden layer, 

 is the center vector for neuron i, and  

ai are the weights of the linear output neuron.  

In the basic form all inputs are connected to each hidden 
neuron. The norm is typically taken to be the Euclidean 
distance and the basis function is taken to be Gaussian. 

 

 

Fig 2 : Architecture of a radial basis function network.  
 

An input vector x is used as input to all radial basis 
functions, each with different parameters. The output of 
the network is a linear combination of the outputs from 
radial basis functions. The Gaussian basis functions are 
local in the sense that 

 

i.e. changing parameters of one neuron has only a small 
effect for input values that are far away from the center of 
that neuron. RBF networks are universal approximators 
on a compact subset of . This means that a RBF 
network with enough hidden neurons can approximate 
any continuous function with arbitrary precision. The 

weights ai, Ci and β are determined in a manner that 
optimizes the fit between and the data. 

2.7  Results: Training & Testing: RBF Network  

The MATLAB Neural Network Toolbox has been chosen 
for creating, training and testing the RBF network as well. 
The network was trained with inputs from historical prices 
of BSE index, as was done above, taking monthly closing 
prices during the period 2003 to 2008. The network was 
tested with data pertaining to the year 2009. However, the 
RBF network did not yield good results. This perhaps is 
attributable to the fact that the data presented to the 
network was close to each other, thereby resulting in 
improper clustering and inaccurate results.  

3.  Future Extension  

The model presented above can be extended to choose 
between any two risky assets. This strategy can be 
effectively employed to compare between two mutual 
funds, two index funds or to arrive at an investment 
decision between two stock exchanges even. Further 
studies can explore the strategy for comparison of more 
than two risky assets. Whereas in FFNN( in the case of 
Risky Vs Risk-free asset), the model only suggests a 
choice of where to invest, a possible extension might be to 
find out the proportion of wealth to be invested in Risky 
and Risk-free assets respectively. 

4. Conclusion 

Two neural network models, FFNN and RBF have been 
designed, tested and validated from the BSE data to enable 
an investor make a decision at different time steps. FFNN 
with one hidden layer with six neurons has produced quite 
accurate results. However, the analysis carried out on a 
RBF network did not yield good results. The model of 
FFNN pertains to arriving at a decision between 
investment in a risky and a risk-free asset. Hence the 
models suggested by this paper can be used as a tool for an 
informed investment decision in the share markets. It is 
hoped that this can bring about a better investment strategy 
and help in achieving greater profits to investors. 
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