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Abstract 
Query refinement is one of the main approaches for overcoming 
natural language lexical ambiguity and improving the quality of 
search results in Information Retrieval. In this paper we propose 
a knowledge–rich personalized approach for iterative query re-
formulation before sending it to search engines and entropy-
based approach for refinement quality estimation. The underling 
hypothesis is that the query reformulation entropy is a valuable 
characteristic of the refinement quality. We use multi-agent ar-
chitecture to implement our approach. Experimental results con-
firm that there is a trend for significant improvement in the quali-
ty of search results for large values of entropy. 
Keywords: semantic search, multi-agent system, query refine-
ment, query refinement entropy 

1. Introduction 

In general, the quality of returned from search engine re-
sults heavily depends on the quality of the sending query. 
Because of natural language ambiguity (such as polysemy 
and synonymy) it is very difficult to formulate unambi-
guous query even for experts in the search domain. That is 
why techniques to assist the user in perspicuous formulat-
ing a search query are needed for improving the perfor-
mance of the search engines.  
Query refinement is a well-known method for improving 
precision and recall in information retrieval. Query im-
provement may be made before it is sent to the search en-
gines, or after returning the first results. In the first case 
the active user involvement and knowledge rich resources 
are needed. Therefore, this approach is the most effective 
only for expert users. For non-expert user automatic query 
expansion, based on statistical analysis of returned results 
is more successful.  In all cases, the quality of the initial 
query is crucial for obtaining relevant results, since the 
query reformulation (automatic or iterative) everything is 
made on the basis of these results. Therefore, knowledge-

based methods for query disambiguation are essential for 
obtaining high-quality-results. Query refinement is a com-
plicated tack, performed in dynamic Web environment and 
closely depending from unpredictable changing user inter-
ests. That is why we believe, that multi-agent architecture 
is the best one for personalized query refinement.  

2. State Of The Art 

There are two main research areas, closely related to query 
disambiguation:  Query Refinement (QR, or Query Expan-
sion, QE) and Word Sense Disambiguation (WSD).  

2.1. Query Refinement Research 

Query Refinement (or expansion) is a process of supple-
menting a query with additional terms (or general reformu-
lation in some cases), as the initial user query usually is 
incomplete or inadequate representation of the user’s in-
formation needs. Query expansion techniques can be clas-
sified in two categories (Fig. 1): those based on the re-
trieved results and those that are based on knowledge. The 
former group of techniques depends on the search process, 
uses user relevance feedback in an earlier iteration of 
search and statistical algorithms (as Local Context Analy-
sis (LCA), Global Analysis [20], and Relevance Feedback 
techniques) to identify the query expansion terms. Query 
reformulation is made after initial query sending on the 
base of the all returned results or using only the first N re-
sults  automatically (as shown on Fig.2, road (3)) or by lit-
tle user participation (Relevance feedback, road (4) on the 
Fig.2). Only the first few of the most frequently used in re-
turned documents terms are used in query refinement 
process.  
Global analysis techniques for query expansion usually se-
lect the most frequently used terms in all returned docu-
ments. They are based on the association hypothesis, 
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which states that specific domain terms tend to co-occur in 
the documents of that domain. Term Clustering, Dimen-
sionality Reduction (LSI, SVD) and Phrasefinder [21] 
techniques are used for specific term extraction and cate-
gorization.  While global techniques rely on analysis of a 
whole collection to discover word relationships, local 
techniques emphasize analysis of the top-ranked docu-
ments retrieved for a query.  

 
Local analysis techniques use local selection strategy 

(usually relation-based) from some group of returned doc-
uments. They have shown to be more effective than global 
techniques when initial query is clear and unambiguous, 
but they are not robust and can seriously hurt retrieval 
when few of the retrieved documents are relevant [22]. 
Experiments on a number of collections, both English and 
non-English, show that local context analysis offers more 
effective and consistent retrieval results than global term 
extraction and categorization techniques [21]. Feedback 

based approaches use marked from the user as relevant 
documents for additional term extraction. Relevance feed-
back [5], [3] is used to refine a query using knowledge of 
whether documents retrieved by this query are relevant.  
The Knowledge-based query refinement approaches [13], 
[10] are independent of the search process and additional 
query terms are derived from thesauruses [6], [7] gazet-
teers, domain ontologies [18], [9], [19], [17] user profile 
ontologies or other knowledge resources. They use linguis-
tic methods to analyze initial query and provide many 
possible query expansion terms and rely on the user to se-
lect the appropriate ones.  
These approaches are usually domain-dependent [18], [6], 
[9], and are applicable only in domains where the know-
ledge can be machine-processed. They are applicable in all 
search stages, but are very useful for initial query refine-
ment, as retrieved document approaches are not applicable 
in this stage.  

2.2. Word Sense Disambiguation 

Most Internet searchers tend to use only one or two words 
in a query [4]. These queries (and often not only they) are 
unclear and ambiguous. For example the average number 
of different meanings of common nouns in WordNet is 
about 7-8. On the other hand, search results are only as 
good as the posed queries and usually even minimal 
change in the query leads to significant changes in the re-
sults. That is why techniques for word sense disambigua-
tion are of great importance for web search tack. 
Word Sense Disambiguation (WSD) is defined as the 
problem of computationally determining which “sense” of 
a word is activated by the use of the word in a particular 
context. The main source of information for the specified 
word meaning is the context. In general, word sense dis-
ambiguation involves the association of a given word in a 
text with a definition or meaning (sense). The task in-
volves two steps: (1) the determination of all the different 
senses for the word; and (2) a means to assign each occur-
rence of a word to the appropriate sense. 
 There are two main WSD approaches: knowledge-based 
and corpus-based. Knowledge-based approaches rely pri-
marily on dictionaries, thesauri, lexical knowledge bases, 
ontologies, without using any textual corpus. They use the 
definitions from dictionaries, tesauruses, calculate seman-
tic similarity measures using relations from tezauruses or 
ontologies, or mutual disambiguation algorithms (such as 
the Lesk method). Corpus-based methods are classification 
or clustering methods, using tagged or untagged textual 
corpus and mashine-learning algorithms. These methods 
are not applicable for initial query disambiguation because 
of the very little or missing context information in the que-
ries. 
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3. Our Approach for Interactive Query 
Refinement 

Our experience in Web searching shows that little seman-
tic changes in the query lead to major changes in the re-
turned results. We will call this query property “query vo-
latility”.  We have made a lot of experiments, sending 
groups of two semantically very close queries to four 
search engines: yahoo, hakia, clusty and ask and counting 
the number of the URLs, returned from the two queries in  
every group.  Some of the results are shown in table 1 for  
 
Table 1: differences in the results for similar queries - yahoo and hakia 
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1) insect  
2) insects 

1000 88 8,8 % 100 11 11,0 %

1) pelican 
2) pelican +bird 

1000 31 3,1 % 100 2 2,0 % 

1) trigonometry    
2) trigonometry +   
mathematics 

1000 233 23,3 % 102 13 12,7 %

1) tiger 
2) tiger +wood   

998 2 0,2 % 161 0 0,0 % 

1) snake   
2) snakes 

996 135 13,6 % 142 52 36,6 %

1)negative+integer  
2) negative+integer 
+number 

988 372 37,7% 100 19 19,0 %

1) dog    
2) dog +animal 

995 24 2,4 % 100 3 3,0 % 

1) abscissa   
2) abscissa +axis 

994 268 27,0 % 100 9 9,0 % 

average   14,5 %   11,7 %

 

 

 

 Table 2: differences in the results for similar queries - clusty and ask 
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1) insect  
2) insects 200 83 41,5% 198 34 17,2%

1) pelican 
2) pelican +bird 176 11 6,3% 196 12 6,1%

1) trigonometry   
2) trigonometry +   
mathematics 196 39 19,9% 224 10 4,5%

1) tiger 
2) tiger +wood   200 6 3,0% 195 4 2,1%

1) snake   
2) snakes 175 84 48,0% 216 30 13,9%

1)negative+integer 
2) negtive+integer 
+number 179 73 40,8% 200 63 31,5%

1) dog    
2) dog +animal 198 6 3,0% 198 0 0,0%

1) abscissa   
2) abscissa +axis 179 37 20,7% 199 28 14,1%

average   22,9%   11,2%

 
yahoo and hakia, and in table 2 for clusty and ask.  
For example, on the first row in the table 1, number of all 
results, results, whose URLs are returned from both que-
ries “insect” and “insects” from yahoo, hakia, clusty, ask 
and their percentage are shown. 
The results shows that even when queries are nearly se-
mantically and syntactically the same (as “insect” and “in-
sects” for example) there is significant difference in re-
turned URSs. Because of the query volatility sending as 
accurate as possible queries is of great importance not only 
for obtaining good results but for the successful implemen-
tation of all query refinement methods, based on the re-
turned results. That is why methods to assist the searcher 
in query formulation are of great importance for effective 
search. We propose an approach for interactive query re-
finement before sending it to search engines.  

 

The conceptual schema of our approach is shown on Fig.3. 
The approach is knowledge-based and interactive. It heavi-
ly relies on the availability of sufficient appropriate 
sources of knowledge and active participation of the 
searcher.  The process of the initial query refinement is 
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performed in three stages: (1) Query analysis; (2) Generat-
ing query suggestions; (3) Formulating and sending the re-
fined query. 
(1). Query analysis. The main aim in this stage is finding 
the meaning of the query. The system performs syntactic 
and lexical analysis as searcher type, the query using 
WordNet. If this analysis fails (WordNet doesn’t contain 
proper nouns, compound domain terms), another know-
ledge resources as gazetteers, domain ontology or specia-
lized annotated corpus may be used. Many of them may be 
downloaded from internet (manually or automatically, us-
ing “Search web resources module” (Fig. 3). 
 

 
 Search queries usually contain rather keywords than 
grammatically correct text. This makes linguistic query 
analysis more difficult and ambiguous than natural lan-
guage text analysis. For example, when user type only one 
word, it is often impossible to determine if it is noun or 
verb, and which among the many possible meanings is in 
the searcher's account. Using two or more words in the 
query user rare define clear context and usually the query 
remains ambiguous. Therefore, even excellent linguistic 
analysis seldom could find the meaning of the query. That 
is why a lot of possible query interpretations may be gen-
erated as a result of the query analysis.    
(2). Generating query suggestions. This stage involves se-
lecting some most appropriate among the possible inter-
pretations and proposing them to the user. The main prob-
lem in this stage is making appropriate evaluation of every 
possible interpretation to restrict the number of proposed 
interpretations when they are too many. Word sense dis-
ambiguation (WSD) techniques are used for restricting 
possible interpretations. The use of context-based WSD 
methods is very limited because of missing or incomplete 
word context in search queries. Reasoning, based on do-

main ontology, profile ontology (if corresponding system 
is personalized) or WordNet hierarchy is very useful in 
this stage. 
(3). Formulating and sending the refined query. In this 
stage the searcher selects an appropriate query reformula-
tion, or formulates the new query if suggestions are inade-
quate. This is an interactive phase in which the user gives 
meaning of the suggestions and takes full responsibility for 
the final query formulation. All the suggestions help him 
in sending appropriate query, expressing its goals. 
The proposed approach helps the user to express more 
clearly the meaning of the query. The question always 
arises if adding words, specifying the meaning always 
came to improving the quality of results. Our experiments 
have shown that this was not always so. In the next section 
we propose an approach for estimating the quality of the 
query refinement, independent of semantics and the sub-
ject area of the query.  

4. Entropy-Based Approach for Refinement 
Quality Estimation 

Formulating his query, the searcher has in mind a clearly 
defined semantic. In practice, it appears that the search en-
gines found many semantics, which could lie behind the 
particular query and returned results are relevant to these 
semantics. This leads to many irrelevant (for the searcher 
intense) results, which decreases the precision. It indirectly 
reduces the actual recall, since some possibly relevant re-
sults are shifting from those related to other semantics (and 
irrelevant in this case). Query refinement leads to narrow-
ing the scope of the search, and thus reducing the total 
number of hits. Our hypothesis is that there is clear depen-
dence between search engine hits change and quality of 
semantic query refinement. We assume that the rate of the 
hits change in the process of query reformulation is the 
valuable measure for the refinement quality. 
Definition: Query refinement entropy (or shortly entropy) 
is called the quotient of the refined query hits and initial 
query hits.  
Our hypothesis is that the greater is the query refinement 
entropy, the more significant is the improvement in the 
quality of the returned results. 
Query enrichment should be flexible and able to cope with 
query ambiguity and react adequately to user information. 
That is why we propose a multi-agent architecture for im-
plementation of our approach and testing our hypothesis 
(Fig.4). 
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The Query Linguistic Analysis Agent (QLAA) analyzes the 
sending by the User Interface (UI) query, using WordNet, 
and sends proposed initial query refinement variants to 
Coordination Agent (CA). CA then proposes various strat-
egies for further query refinement, depending from initial 
QR proposals, system resources and user profile. It sends 
request to Hits Agent (HA) for delivery hits of existing va-
riants, and asks Ontology-Based Enrichment Agent 
(OBEA), Thesaurus-Based Enrichment Agent (TBEA) and 
Corpus-Based Enrichment Agent (CBEA) about additional 
query refinement proposals. They send his proposals back 
to coordination agent that asks Hits agent for needed from 
search engine hits, and evaluation of query refinement (us-
ing refinement entropy) is returned results to the Coordina-
tion agent. Coordination agent returns estimated proposals 
(and its estimations) to the user for choosing the best one. 
This will help the searcher in clear and unambiguous ex-
pression of it information needs. This is only a general 
ideology of the MAS functionalities. In each real situation 
the system functioning is determined by the specifics of 
the query, entered by the user, and can be shown explicitly 
by using interagent communication diagrams.  On the dia-
gram on Fig.5 the query refinement process in case when 
some of query keywords haven’t been found in WordNet 
is shown;  On the diagram on fig.6 the query refinement 
process by using only WordNet is shown. This may be the 
whole QR, or the first it phase, when user specify that pro-
posed refinement isn’t correct enrichment of his query. In 
this case, the second QR phase is shown on Fig.7.  On Fig. 
8 the sequence diagram of QR without using textual cor-
pus is shown, and on Fig 8 – QR when initial information 
about query domain, represented by ontology is available. 
In our subsequent experiments we use mathematical, bio-
logical and computer science domain ontologies and don’t 
include thesauruses. Our queries are concept – oriented 
and implemented in coordination agent strategies are stat-
ic. This is because of our first aim is to estimate the  
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valuability of the proposed entropy-based measure. The 
full capabilities of the proposed multiagent system are ob-
ject of future research.   

5. Experimental Results 

To verify experimentally our hypothesis we have selected 
190 search queries, having entropy between 1 and 40400. 
A key objective in query selection was to provide many 
different values of entropy, to investigate the relationship 
between the magnitude of the entropy and returned result’s 
quality. We have manually evaluated relevance of the first 
70 results of each sent query and its semantically refined 
ones by opening and reviewing each of them, received by 
the original and it semantically refined query. The evalua-
tion is based on adopted common five-level relevance cri-
teria: 4 points for every high-quality result (including high 
quality relevant to the topic information, represented in a 
perfect form, including needed hyperlinks to related top-

ics), 3 points for these, lacked some visual representation 
or links, 2 points for uncompleted information, 1 point for 
short description of only one of several meanings of the 
concept, or partially erroneous information, and 0 points 
for fully irrelevant results. For example, when we send 
query “tiger”, searching information about an animal, we 
assign: 

 4 points to wikipedia’s comprehensive hyper-
linked and illustrative material 
http://en.wikipedia.org/wiki/Tiger; 
 3 points to http://www.knowledgerush.com/kr/ 

encyclopedia/Tiger/; 
 2 points to http://www.bbc.co.uk/nature/ spe-

cies/Tiger;   
 1 point to http://wordnetweb.princeton.edu/ 

perl/webwn?s=tiger;  
 0 points to: http://www.apple.com/macosx/; 

http://www.bbc.co.uk/nature/species/Tiger; 
http://sports.yahoo.com/golf/pga/players/147, 
http://www.jobtiger.bg/, as fully irrelevant to the ani-
mal’s topic.  

We group the results according to the entropy value in five 
groups (for achieving clear visual representation): first 
group with entropy between 1 and 3 (first two diagrams on 
Fig. 11 and Fig. 12), second group having entropy, greater 
than 3 and non greater than 8  (second two diagrams on 
Fig. 11 and Fig. 12 ), third group having entropy, greater 
than 8 and non greater than 20  (third two diagrams on Fig. 
11), forth group, having entropy, greater than 20 and non 
greater than 100 (forth two diagrams on Fig. 11 and Fig. 
12 ), and the last group, having entropy, greater than 100  
(the last two diagrams on Fig. 11 and Fig. 12).We call the 
sum of the points of the first 70 received results of the ini-
tial and refined query five-level-precision and show it val-
ues  on the left group of charts. On the right group of 
charts we show the dependency between entropy and five-
level-precision rates of change, as well as polynomial or 
logarithmic approximation of this dependency. We think 
five-level-precision is a good results evaluation measure, 
because usually relevant results are of varying quality and 
no one of frequently used result’s relevance measures 
(precision, recall, f-measure and so on)  takes note of this 
fact  
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6. Conclusion 

In this paper we propose a knowledge–rich approach for 
interactive query disambiguation before sending it to 
search engines and entropy-based approach for refinement 
quality estimation. Our studies are aimed at exploratory 
search of textual web resources. The literature review has 
shown that a large variety of knowledge-based sources and 
methods may be used to help the user in the web query 
sense disambiguation. To achieve the best results com-
bined use of many of them is needed. We propose a mul-
tiagent architecture for flexible dynamic combination of 
various query analyzing and disambiguation methods and 
algorithms. Having in mind the prevailing web search en-
gine’s syntactic keyword-based searching and indexing 
approaches, our main goal was to find the answer of the 
question whether (always) the semantic query refinement 
leads to better search results. For our experiments we im-
plement above approaches, using Jade-based Multi-agent 
system. The experimental results have shown that seman-
tic query refinement not always leads to results improve-
ment. When the entropy is not larger than 3, returned from 
the refined query relevant results in the group of first 70 
usually are more, but some of the very good ones (returned 
by the initial query) are no longer among the first 70 and 
as a result the overall quality of the results in many cases 
is not better. With the increase of entropy the expectations 
for better results are greater, but even for large values of 
entropy there are isolated cases of worsening quality of re-
sults. There is a trend for significant improvement in the 
quality of search results for large values of entropy. 
Despite the clear tendency to increase the quality of results 
as a result of the increasing entropy, there is a large devia-
tion from this trend in both directions. This means that in 
case when entropies are slightly different each-other, in 
some cases query disambiguation leads to much better re-
sults than other ones. Our future research will be directed 
to search other dependencies (apart from the values of en-
tropy) between the query refinement and the quality of re-
turned results and experiment various strategies for query 
disambiguation, using various knowledge-based resources. 
As experiments show, query entropy is a valuable measure 
for query-refinement quality and it should be used for cal-
culating of expected refinement effect of various manually 
or automatically added disambiguation words. Complexity 
and indeterminism of query disambiguation methods, as 
well as unpredictability and dynamism of web environ-
ment and user needs make appropriate use of multiagent 
architecture for implementing query-refinement tack. The 
query entropy is one of the valuable criteria for choosing 
of appropriate query refinement interactively from the user 
or automatically from Query enrichment evaluation agent. 
Practical realization of query refinement heavily depends 
from coordination agent’s strategies. These strategies are 
important field of future research. 
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