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Abstract 

In this study, the focus was on the use of ternary tree over binary 
tree. Here, a new two pass Algorithm for encoding Huffman 
ternary tree codes was implemented. In this algorithm we tried to 
find out the codeword length of the symbol. Here I used the 
concept of Huffman encoding. Huffman encoding was a two pass 
problem. Here the first pass was to collect the letter frequencies. 
You need to use that information to create the Huffman tree. Note 
that char values range from -128 to 127, so you will need to cast 
them. I stored the data as unsigned chars to solve this problem, 
and then the range is 0 to 255. Open the output file and write the 
frequency table to it. Open the input file, read characters from it, 
gets the codes, and writes the encoding into the output file. Once 
a Huffman code has been generated, data may be encoded simply 
by replacing each symbol with its code. To reduce the memory 
size and fasten the process of finding the codeword length for a 
symbol in a Huffman tree, we proposed a memory efficient data 
structure to represent the codeword length of Huffman ternary 
tree. In this algorithm we tried to find out the length of the code 
of the symbols used in the tree.  
 
Keywords: Ternary tree, Huffman’s algorithm, 
Huffman encoding, prefix codes, code word length 

1. Introduction 

Ternary tree [12] or 3-ary tree is a tree in which each node 
has either 0 or 3 children (labeled as LEFT child, MID 
child, RIGHT child). Here for constructing codes for 
ternary Huffman tree we use 00 for left child, 01 for mid 
child and 10 for right child. 
Generation of Huffman codes for a set of symbols is based 
on the probability of occurrence of the source symbols. 
Typically, the construction of a ternary tree, describes the 
process this way:  

 List all possible symbols with their probabilities;  

 Find the three symbols with the smallest 
probabilities;  

 Replace these by a single set containing all three 
symbols, whose probability is the sum of the 
individual probabilities;  

 Repeat until the list contains only one member.  

This procedure produces a recursively structured set of 
sets, each of which contains exactly three members. It, 
therefore, may be represented as a ternary tree (“Huffman 
Tree”) with the symbols as the “leaves.” Then to form the 
code (“Huffman Code”) for any particular symbol: 
traverse the ternary tree from the root to that symbol, 
recording “00” for a left branch and “01” for a mid branch 
and “10” for a right branch. One issue, however, for this 
procedure is that the resultant Huffman tree is not unique.  

One example of an application of such codes is text 
compression, such as GZIP. GZIP is a text compression 
utility, developed under the GNU (Gnu's Not Unix) 
project, a project with a goal of developing a “free” or 
freely available UNIX-like operation system, for replacing 
the “compress” text compression utility on a UNIX 
operation system.  

As is well-known, the resulting Huffman codes are prefix 
codes and the more frequently appearing symbols are 
assigned a smaller number of bits to form the variable 
length Huffman code. As a result, the average code length 
is ultimately reduced from taking advantage of the 
frequency of occurrence of the symbols 

Huffman encoding [13] of numerical data, or more broadly 
variable bit length encoding of numerical data, is an 
important part of many data compression algorithms in the 
field of video processing. Huffman encoding is effective 
to compress numerical data by taking advantage of the fact 
that most data sets contain non-uniform probability 
distributions of data values. When using the Huffman 
method the data values are encoded using codes of 
different bit lengths. The more frequently occurring data 
values are assigned shorter codes and the less frequently 
occurring data values are assigned longer codes. Thus, the 
average code length for the data values in the data set is 
minimized. For typically skewed probability distributions 



IJCSI International Journal of Computer Science Issues, Vol. 7, Issue 5, September 2010 
ISSN (Online): 1694-0814 
www.IJCSI.org 

 

395

of data values the use of Huffman encoding may achieve a 
compression factor of between one and one-half and two 
times.  

In Huffman Coding [6] the main work is to label the 
edges.  Huffman Coding uses a specific method for 
choosing the representation for each symbol, resulting in a 
prefix - free code (some times called "Prefix Codes") i.e. 
the bit string representing some particular symbol is never 
a prefix of the bit string representing any other symbol that 
expresses the most common characters using shorter 
strings of bits that are used for less common source 
symbols.  The assignment entails labeling the edge from 
each parent to its left child with the digit 00, and the edge 
to the mid child with 01 and edge to the right child with 
11.  The code word for each source letter is the sequence 
of labels among the path from the root to the leaf node 
representing that letter.  Only Huffman Coding is able to 
design efficient compression method of this type.  
Huffman Coding is such a widespread method for creating 
prefix-free codes that the term "Huffman Code" is widely 
used as synonym for "Prefix Free Code". 

Now, for example, we will give a coding using variable 
length strings that is based on the Huffman Tree for 
weighted data item as follows: - 

  

 The Huffman Code for Ternary Tree 
assigns to each external node the sequence of bits from the 
root to the node.  Thus the above Tree determines the code 
for the external nodes: - 

 

G: 00 I: 0100 C: 0101 

F: 0111 D: 1101 A: 1111 

E: 110000 B: 110001 H: 110011 

This code has "Prefix Property" i.e. the code of any item is 
not an initial sub string of the code of any other item.  This 

means that there cannot be any ambiguity in decoding any 
message using a Huffman Code. 
 
If we will represent the same data item with same weights 
in Binary Tree as well as in Ternary Tree[11] then we can 
easily point out the comparison between two 
representation as follows: - 
 
 In Ternary Tree: - 

Memory used using Sequential Representation = 34 

Memory used using Linked List Representation = 13 

Number of Internal Nodes = 4 

Path length = 199 

Height of the tree = 4 

Total Number of Nodes (Internal + External) = 13 

Searching on Node is fast 

Length of External Node (LE )= 2LI + 3n 

Here Labeling the left edge by 00, mid edge by 01 and right edge 
by 11 satisfies prefix Property  

While In Binary Tree: - 

Memory used using Sequential Representation = 51 

Memory used using Linked List Representation = 17 

Number of Internal Nodes = 8 

Path length = 306 

Height of the tree = 6 

Total Number of Nodes (Internal + External) = 17 

Searching on Node is slow 

Length of External Node (LE )=  = LI + 2n 

Here Labeling the left edge by 0 and right edge by 1 

satisfies prefix Property. 

One may generate the length information for the Huffman 
codes by constructing the corresponding Huffman tree. 
However, as previously indicated, Huffman codes may not 
be unique when generated in this fashion. Nonetheless, it 
may be shown that by imposing two restrictions, the 
Huffman code produced by employing the Huffman tree 
may be assured of being unique. These restrictions are:  



IJCSI International Journal of Computer Science Issues, Vol. 7, Issue 5, September 2010 
ISSN (Online): 1694-0814 
www.IJCSI.org 

 

396

1. All codes of a given bit length have lexicographically 
consecutive values, in the same order as the symbols they 
represent; and  

2. Shorter codes lexicographically precede longer codes.  

2.  Materials and Methods 
 
Ordering and clustering based Huffman Coding groups the 

code words (tree nodes) within specified codeword 
lengths 

Characteristics of the proposed coding scheme: 
 
1. The search time for more frequent symbols (shorter 

codes) is substantially reduced compare to less frequent 
symbols, resulting in an overall faster response. 

2. For long code words the search for the symbol is also 
speed up. This is achieved through a specific 
partitioning technique that groups the code bits in a 
codeword, and the search for a symbol is conducted by 
jumping over the groups of bits rather than going 
through the bit individually. 

3. The growth of the Huffman tree is directed toward one 
side of the tree. 

 
–Single side growing Huffman tree (SGH-tree) 
 
Ex: H=(S, P) 
 
S= {S1, S2,…, Sn} 
 
P= {P1, P2,…, Pn} 
 
Where p=No. of occurrence 
 
 

 
 
 
 
 
 
 

 
 

Table I 
 

For a given source listing H, the table of codeword length 
uniquely groups the symbols into blocks, where each 
block is specified by its codeword length (CL). 

 

 
Each block of symbols, so defined, occupies one level in 
the associated Huffman tree. 
 
 
1. Order the symbols according to their probabilities 
 Alphabet set: S1, S2, …, SN 
 Prob. of occurrence: P1, P2, , PN 
          The symbols are rearranged so that 
 P1>=P2>=…>=PN 
 
2. Apply a contraction process to the three symbols with 
the smallest probabilities 
Replace symbols SN-2, SN-1 and SN by a “hypothetical” 
symbol, say HN-1 that has a `prob. of occurrence PN-2+PN-

1+PN 
 The new set of symbols has N-2 members: 
   S1, S2, …, SN-3, HN-2 
 
3. Set 
     SN-2+SN-1+SN=A1 
Where A1 is inserted at proper location. 
 
4. Repeat the steps 2 & 3 until we have last three symbols. 
Table I shows the symbols used in Huffman tree. 
 
5. Now construct the table of CL-Recording 
 
6. First column of CL-Recording table is represented by Si 
where  
Si= (entries of last row of every column) 0 
 

S1      48    S1    48    S1    48 
S2      31    S2    31    S2    31 
S3       7     A1     8     A2    21 
S4       6     S3     7 
S5       5     S4     6 
S6       2 
S7       1 
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Second row of CL-Recording is represented by Si-1 where 
Si-1= (entries of second last row of every column) 
 
Third row of CL-Recording table is represented by Si-2 

where 
Si-2= (entries of third lat row of every column) 
 
Fourth row (last row) is used to calculate code word 
length. 
 
7. To calculate the entries of codeword length. 

CL (last row) =2 
This designates the codeword length for entire row. 

Now increment the last row 
CL (last row) +2=4 

Repeat steps to find the codeword length for entire 
symbols. 
 
8. Therefore, table II (codeword length recording) indicate 
that each original symbol in the table has its CL 
(codeword length) specified. 
 
9. Ordering the symbols according to their CL values 
gives table III (table of codeword length) 
 
3.  Result & discussion 
 

If we will represent the same data item with same 
weights in Binary Tree as well as in Ternary Tree then 
we can easily point out the comparison between two 
representation as follows: - 

 
 In Ternary Tree: - 

Number of Internal Nodes = 4 

Path length = 199 

Height of the tree = 4 

Total Number of Nodes (Internal + External) = 13 

Searching on Node is fast 

Length of External Node (LE )= 2LI + 3n 

While in Binary Tree: - 

Number of Internal Nodes = 8 

Path length = 306 

Height of the tree = 6 

Total Number of Nodes (Internal + External) = 17 

Searching on Node is slow 

Length of External Node (LE) =LI + 2n 

 
4.  Conclusions 
 

 The main contribution of this study is exploiting 
the property implied in the Huffman tree to simplify the 
representation of the Huffman tree and the encoding 
procedure. Moreover our algorithm can also be 
parallelized easily. We already showed that representation 
of Huffman Tree using Ternary tree is more beneficial 
than representation of Huffman Tree using Binary tree in 
terms of path length, height, number of internal & external 
nodes and in error correcting & detecting codes  
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