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Abstract 
Breast cancer continues to be a significant public health 
problem in the world. Early detection is the key for 
improving breast cancer prognosis. The CAD systems can 
provide such help and they are important and necessary 
for breast cancer control. Microcalcifications and masses 
are the two most important indicators of malignancy, and 
their automated detection is very valuable for early breast 
cancer diagnosis. The main objective of this paper is to 
detect, segment and classify the tumor from mammogram 
images that helps to provide support for the clinical 
decision to perform biopsy of the breast. In this paper, a 
classification system for the analysis of mammographic 
tumor using machine learning techniques is presented. 
CBR uses a similar philosophy to that which humans 
sometimes use: it tries to solve new cases of a problem by 
using old previously solved cases.  The paper focus on 
segmentation and classification by machine learning and 
problem solving approach, theoretical review have been 
undergone with more explanations. The paper also 
describes the theoretical methods of weighting the feature 
relevance in case base reasoning system. 
 
Key words: Digital Mammogram, Segmentation, Feature 
Extraction and Classification. 

1. Introduction 

Breast cancer is the most common cancer of western 
women and is the leading cause of cancer-related death 
among women aged 15-54 [14]. Survival from breast 
cancer is directly related to the stage at diagnosis. Earlier 

the detection, higher chances of successful treatments. In 
an attempt to improve early detection, a study has been 
undertaken to process the screening mammograms of 
breast cancer patients in order to analyze the 
mass/microcalcifications features that help to differentiate 
benign from malignant cases. 
 
In this paper we propose the selected shape-based features 
in order to classify clustered masses between benign and 
malignant [15]. The computerized analysis of 
mammographic masses performed in this work can be 
divided into four stages: 1) digitization of mammograms 
and enhancement of images; 2) detection of suspicious 
areas; 3) extraction of features for every segmented tumors 
in the digitized mammogram; and 4) analysis of the 
features using Case Based Reasoning techniques. A Case-
Based Reasoning algorithm is used for classifying these 
cases into benign or malignant cases. We have to be aware 
that Case-based Reasoning means using previous 
experience in form of cases to understand and solve new 
problems [13].  
 
The main objective of this paper is to focus on the 
segmentation and theoretical review for classification of 
tumor by case base reasoning approach and how to apply 
weights to the features, and improve the accuracy rate. 
The paper is organized as follows: In Section 2, it clearly 
explains the existing works of mammography detection, 
then machine learning technique is explained in section 3, 
Next in section 4 problem solving capabilities are 
explained, next experimental results are shown in Section 
5. Section 6 discusses the shown experimental results. 
Finally conclusion and future works are specified in 
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section 6. 

2. Existing Research Works 

The problem of image processing has been divided into 
several research areas and medical research has been quite 
receptive of image processing in applications like x ray, 
computer aided tomography, ultrasound and magnetic 
resonance [8]. There are several existing approaches were 
made to detect the abnormal tissues in breast images and 
to detect the cancer earlier. 
 
Zhang et al. [3] noted that the presence of spiculated 
lesions led to changes in the local mammographic texture. 
They proposed that such a change could be detected in the 
Hough domain, which is computed using the Hough 
transform. They partitioned an image into overlapping 
ROIs and computed the Hough transform for each ROI. 
The Hough domain of each ROI was thresholded to detect 
local changes in mammographic texture and to determine 
the presence or absence of a spiculated mass.   
 
Brzakovic et al. [4] use a two stage multi-resolution 
approach for detection of masses. First they identified 
suspicious ROIs using Gaussian pyramids and a pyramid 
linking technique, based on the intensity of edge links. 
Edges were linked across various levels of resolution. This 
was followed by a classification stage, where the ROI 
were classified as malignant, benign or normal based on 
features like shape descriptors, edge descriptors and area 
 
Petrick et al. [5] developed a two-stage algorithm for the 
enhancement of suspicious objects. In the first stage they 
proposed an adaptive density weighted contrast 
enhancement filter (DWCE) to enhance objects and 
suppress background structures. The central idea of this 
filtering technique was that it used the density value of 
each pixel to weight its local contrast. In the first stage the 
DWCE filter and a simple edge detector (Laplacian of 
Gaussian) was used to extract ROIs containing potential 
masses. In the second stage the DWCE was re-applied to 
the ROI. Finally, to reduce the number of false positives, 
they used a set of texture features for classifying detected 
objects as masses or normal. They further improved the 
detection algorithm by adding an object-based region-
growing algorithm to it. 
 
Lai [6] made an approach based on a multiresolution 
Markov random field model detect mass lesions. Its initial 
window size for segmentation influences the sensitivity of 
detection. Li [7] proposed a method on iris filter was 
developed to detect mass lesions of rounded convex 
regions with low contrast. The iris filter enhances most 

round malignant masses. However, some malignant 
masses are shaped irregularly.  
The above methods show less than five false positives per 
image with a true positive detection rate of approximately 
90%.It is difficult to compare the performance of these 
methods because their databases are different. 

3. Machine Learning Approach 

Compare to all the existing works; we developed 
mammographic tumor segmentation by region growing 
approach and classification using case base reasoning 
approach [15]. In this paper there are two stages; first 
stage includes machine learning approach such as 
digitizing the images, preprocessing and segmentation. 
Tumor segmentation classified as two types: Mass and 
Microclacification.It is more difficult to detect masses than 
microcalcifications because their features can be obscured 
or similar to normal breast parenchyma. Masses are quite 
subtle, and often occurred in the dense areas of the breast 
tissue, have smoother boundaries than microcalcifications, 
and have many shapes such as circumscribed, speculated 
lobulated or ill-defined. Second stage is the problem 
solving approach using Case Base Reasoning method; new 
cases are solved by previous solved old cases, which is the 
main focus of the paper.  Figure 1 illustrates the overall 
block diagram of tumor Classification method. 

 
Fig 1 illustrates the overall block diagram of Mass Classification 
method 

3.1 Digitization 

First, the X-ray mammograms are digitized with an 
image resolution of 100 × 100 μm2 and 12 bits per pixel by 
a laser film digitizer. To detect microcalcifications on the 
mammogram, the X-ray film is digitized with a high 
resolution. Because small masses are usually larger than 
3mm in diameter, the digitized mammograms are 
decimated with a resolution of 400 × 400 mm 2 by 

Digitizing Mammogram

Image Preprocessing

Image Segmentation

Feature Extraction and Selection

Classification

Machine Learning 
Approach 

Problem Solving 
Approach 

Case Base Reasoning 
Method 
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averaging 4 × 4 pixels into one pixel in order to save the 
computation time.  

 
 

 
 

 

 

Fig 2 illustrates original image [16] by reducing image dimension in      

averaging of 8×8 Matrix 

3.2 Preprocessing 

Preprocessing is an important issue in low-level image 
processing. The underlying principle of preprocessing is to 
enlarge the intensity difference between objects and 
background and to produce reliable representations of 
breast tissue structures. An effective method for 
mammogram enhancement must aim to enhance the 
texture and features of tumors. The reasons are: (1) low-
contrast of mammographic images; (2) hard to read 
masses in mammogram because it is highly connected to 
surrounding tissues; the enhancement methods are 
grouped as global histogram modification approach and 
local processing approach. Current work is carried out in 
global histogram modification approach. 

Table 1 illustrates the preprocessing approach 

3.3 Segmentation 

After preprocessing, next stage is to separate the 
suspicious regions that may contain masses from the 
background parenchyma, that is to partition the 
mammogram into several non-overlapping regions, then 
extract regions of interests (ROIs), and locate the 
suspicious mass candidates from ROIs. The suspicious 
area is an area that is brighter than its surroundings, has 
almost uniform density, has a regular shape with varying 
size, and has fuzzy boundaries. The Segmentation 
methods do not need to be excruciating in finding mass 
locations but the result for segmentation is supposed to 

include the regions containing all masses even with some 
false positives (FP). FPs will be removed at a later stage. 
We chose region growing process for segmentation of a 
mammographic tumor. 
 
The basic idea of the algorithm is to find a set of seed 
pixels in the image first, and then to grow iteratively and 
aggregate with the pixels that have similar properties. If 
the region is not growing any more, then the grown region 
and surrounding region are obtained. Region growing may 
be applied globally or locally. If the grown region of a 
seed has an average intensity greater than that of the 
surrounding, the region is classified as the parenchyma, or 
fat, tissue.The accuracy reaches 70% for classifying the 
tissue patterns. The key issue of region growing is to find 
a criterion that checks whether the gray level values of its 
neighbors are within a specified deviation from the seed. 
The performance of the algorithm depends on the 
enhancement method; therefore the algorithm will get a 
better result if a better enhancement method is applied. 
Global histogram Modification Enhancement method was 
applied to enhance the images before region growing. 
Second issue of region growing is to find the suitable 
seeds. An automatic seed selection was applied. There are 
three parts in mammograms: a fat region, a fatty and 
glandular region, and a dense region. According to the 
intensity values and local contrast between a seed pixel 
and its neighbors in the three partitions, three sets of seed 
pixels are selected from the partitioned regions. 

The region growing process starts from seed pixels. The 
gray level mapping shows local valleys at the boundary of 
two neighboring regions. The local peak just after the 
local valley in the gray level mapping gives a sign of the 
switch between the absorption of pixels in the boundary of 
the current region and the absorption of pixels in the 
neighboring region. When the grown region size is equal 
to or greater than a minimum region size with the stopping 
condition such as speckle noise, touching previous region, 
new adjacent region, contrast limitation. Once the 
stopping condition is achieved, region growing is applied 
and the masses are segmented. Below algorithm 
summarizes the region growing procedures for segmenting 
the masses. 

Algorithm 

1. Pull the top item from the growth list. 
2. Mark this pixel in the output image - it is part of the 
region. 
3. Examine each neighboring pixel. For each pixel, if it 
has not already been visited and it fits the growth criteria, 
mark it as visited and add it to the growth list. 
4. Go back to step 1 and repeat until there are no more 
items in the growth list and extract the part of tumor. 

Preprocessing 
Approach 

Description Advantage 

Global Histogram 
Modification 
Approach 

Re-assign the 
intensity values of 
pixels to make the 
new distribution 
of the intensities 
uniform to the 
utmost extent 

Effective in 
enhancing the entire 
image with low 
contrast 

Local Approach Feature-based or 
using nonlinear 
mapping locally 

Effective in local 
texture enhancement 
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Problem 

New case 

Acquired Case 

New case

Solved Case 

Revised case 

Domain Knowledge 

Case Base 

Elaborate a New Case

Retrieved Case

Reuse Acquired Case

Retain Problem 

  

4. Feature Extraction 

After segmenting the tumors in mammogram, The ROI 
hunter provides the “regions of interest” without giving 
further information [12]. To this purpose suitable features 
should be selected so that a decision making system can 
correctly classify possible pathological regions from 
healthy ones. Feature extraction plays a fundamental role 
in many pattern recognition tasks. In this paper twelve 
features (global and local features) are extracted from the 
segmented tumors.  Below table illustrates the features. 

Table 2 illustrates the Local and Global Features 

5. Case Base Reasoning Approach 

Case-Based Reasoning (CBR) integrates in one system 
two different characteristics: machine learning capabilities 
and problem solving capabilities. CBR uses a similar 
philosophy to that which humans sometimes use: it tries to 
solve new cases (examples) of a problem by using old 
previously solved cases. The process of solving new cases 
contributes with new information and new knowledge to 
the system. This new information can be used for solving 
other future cases. The basic method can be easily 
described in terms of its four phases .The first phase 
retrieves old solved cases similar to the new one. In the 
second phase, the system tries to reuse the solutions of the 
previously retrieved cases for solving the new case. The 
third phase revises the proposed solution. Finally, the 
fourth phase retains the useful information obtained when 
solving the new case. In a Case-Based Classifier System, it 
is possible to simplify the reuse phase. Classifying the new 
case with the same class as the most similar retrieved case 
can do reuse [13].  

Fig 3 illustrates the Case Base Reasoning Approach 

 

The kernel in a Case-Based Reasoning system is the 
retrieval phase (phase 1). Phase 1 retrieves the most 
similar case or cases to the new case. Obviously, the 
meaning of most similar will be a key concept in the 
whole system. Similarity between two cases is computed 
using different similarity functions. For our purpose in this 
paper, we use the similarity functions based on the 
distance concept. The most used similarity function is the 
Nearest Neighbor algorithm, which computes the 
similarity between two cases using a global similarity 
measure. The future practical implementation (used in our 
system) of this function is based on the Minkowski’s 
metric. 
Minkowski’s metric is defined as:  
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                                                                                      (1)                                                            

Where Case_x, Case_y are two cases, whose similarity is 
computed; F is the number of features that describes the 

case; ii yx  represent the value of the ith feature of case 

Case_x and Case_y respectively; and iw  is the weight of 

the ith feature. In this study we test the Minkowsky’s 
metric for three different values of r: Hamming distance (r 
= 1), Euclidean distance (r = 2), and Cubic distance (r = 
3). This similarity function needs to compute the feature 

relevance ( iw ) for each problem to be solved. Assuming 

an accurate weight setting, a case-based reasoning system 
can increase their prediction accuracy rate. We use also 
the Clark’s and the Cosine distance, both are based on 
distance concept and also use weighting features. 
Sometimes human experts can not adjust the feature 
relevance, automatic method can solve this limitation.  

5.1 Feature Selection Based on Rough Set theory 

This paper presents a review on weighting method based 
on the Rough Sets theory introduced by Pawlak [10]. It is 
a single weighting method (RSWeight) that computes the 
feature weights from the initial set of train cases in the 
CBR system. We also introduce a weighting method that 
computes the Sample Correlation among the features and 
the classes that the cases may belong to. The idea of the 
rough set consists of the approximation of a set by a pair 
of sets, called the lower and the upper approximation of 
this set. In fact, these approximations are inner and closure 
operations in a certain topology generated by the available 
data about elements of the set. The main research trends in 
Rough Sets theory which try to extends the capabilities of 
reasoning systems are: (1) the treatment of incomplete 
knowledge; (2) the management of inconsistent pieces of 
information; (3) the manipulation of various levels of 
representation, moving from refined universes of 
discourse to coarser ones and conversely . 
 
We compute from our universe (finite set of objects that 
describe our problem, the case memory) the concepts 
(objects or cases) that form partitions of that Universe. 
The union of all the concepts made the entire Universe. 
Using all the concepts we can describe all the equivalence 
relations (R) over the universe. Let an equivalence relation 
be a set of features that describe a specific concept. The 
universe and the relations form the knowledge base, 
defined as KB = (U; R). Every relation over the universe 
is an elementary concept in the knowledge base [10]. 
 
All the concepts are formed by a set of equivalence 
relations that describe them. So we search for the 
minimum set of equivalence relations that define the same 
concept as the initial set. The set of minimum equivalence 

relations is called reduct. A reduct is the essential part, 
which suffices to define the basic concepts occurring in 
the knowledge. The core is the set of all indispensable 
equivalence relations over the universe, in a certain sense 
the most important part of the knowledge. The core is 
defined as the intersection of all the reducts. Reducts 
contain the dependencies from the knowledge. We can use 
this information to weigh the relevance of each feature in 
the system [10]. An attribute that does not appear in the 
reduct has a feature weight value of 0.0, whereas an 
attribute that appears in the core has a feature weight value 
of 1.0. The rest has a feature weight value depending on 
the proportional appearance in the reducts. This is the 
weight feature information that we use in the case-based 
classifier system. 
 

5.2 Sample Correlation 

Sample Correlation computes the weights iw  computing 

the sample correlation which exists between each feature 

ix and the class z [10]. 

The Sample Correlation is defined as:  
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 Where N is the number of cases; ijx  is the value of ith 

feature for the case j; jz is the class which belong to the 

case j. i  is the mean of the ith feature;| is the mean if the 

classes; xiS  is the standard deviation of the feature ix ; and 

zS is the standard deviation of class z.  

Therefore weighting feature method needs a huge amount 
of cases to develop a good weighting feature selection 
during the retrieval phase.  

If the system accuracy rate increases, then there is enough 
information in the system to develop a good weighting 
policy   
 
6. Experimental Results 

Currently the project is in the initial stage (prototype) 
and first phase of implementations are done in matlab. 
Therefore there are forty six X-ray mammograms taken 
for testing the method. The mammograms were taken from 
the patient files in the Free Mammogram Database 
(MIAS). In addition, 10 mammograms were used for 
training of the classifier. The 46 mammograms include 15 
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malignant and 10 benign masses that are in dense regions 
with glandular tissues, various breast areas involving 
ducts, breast boundaries, blood vessels, and/or glandular 
tissues. After segmentation, feature extraction and 
classification need to performed and tested. The below 
results show the various stages of mammogram 
segmentation. Feature extraction and Classification need 
to be refined and implemented in future works. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 4 illustrates the original image from MIAS database 
[16].Preprocessing the Image, Hunting for ROI, Histogram of 
Original Image and segmenting the tumor. 

 
Experiment  Segmentation Result Accuracy 
Experiment 1 Benign 63.3% 
Experiment 2 Malignant 73.7% 
Experiment 3 Benign 68.6% 
Table 2 illustrates the results of Benign and Malignant tumors 

 
 
 
 
 

Fig 5 illustrates the original mammogram image [16], segmentation 
tumor for malignant cases and benign cases using region growing 
method. 

 
 
 
 
 

Fig 6 illustrates the results of segmented malignant tumors 

 
 
 
 

Fig 7 illustrates the results of segmented benign tumors 

 
 
 The efficiency and complexity of this system 

was improving than other systems presented in 
literature. The performance of the algorithm on the 
training set was a TP rate of 62% with 0.4 FP per 
image. The algorithm was tested using a set of 46 
images, consisting of 15 malignant cases and 10 
benign cases. Performance of the algorithm on the 
testing set was a TP of 60% and average of 0.5 false 
clusters per image. Table 2 shows that average 
accuracy of detecting benign and malignant ranges in 
60% -70%. 

Discussion 

The tests were divided into 2 stages. The first 
part concerns subjective tests of the initial detection 
of masses and another one focused on the 
classification using the selected feature sets. The 
subjective tests were performed by image processing 
and experts in radiology.  Radiologist’s suggestions 
were used regarding mass shapes and their 
occurrence terms. The initial detection of mass was 
optimized with regard to influence of image pre-
processing, size and shape of structuring element in 
global histogram modification approach, whereas to  
re-assign the intensity values of pixels to make the 
new distribution of the intensities uniform to the 
atmost extent. After that region growing 
segmentation is applied to detect and segment the 
tumor. On the segmented tumor part, features are 
selected for classification. Therefore an m1×12 real 
valued matrix is obtained for each mammography, 
which contains as many rows (m) as the number of 
masses are analyzed in the image, while the number 
of columns (12) is related to the computed shape 
features for every mass. In order to feed this 
information to the system of case base classification, 
the matrix is flattened into a vector. This process is 
achieved computing the mean value of each feature 
of the mass present in the image. Therefore, an image 
can be reduced to a real-valued vector with 12 
features. The human experts also decided which 
training and test sets must be used. The training set 
contained 10 samples, while the test set had 36 
samples. The intial results were evaluated comparing 
the result of this classification with the diagnosis 



IJCSI International Journal of Computer Science Issues, Vol. 7, Issue 5, September 2010 
ISSN (Online): 1694-0814 
www.IJCSI.org 

 

44

given by the biopsies. Currently the classification of 
benign and malignant was identified with accuracy 
range of 60-70%. 

Conclusion 

The paper provides the methodology with partial 
results of segmentation and explains theoretically how 
mammogram tumor classification is performed through 
case base reasoning method. First stage of mammogram 
mass segmentation result is shown in this paper, second 
stage is under implementation, so the conceptual 
framework of classification method is described on the 
paper. Info structure presented in this paper when 
successfully implemented would have an immense impact 
in the area of computer-aided diagnosis system. In future 
the methodology can be applied in a variety of medical 
image applications 
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