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ABSTRACT 

 
Medical image databases are a key component in future diagnosis 
and preventive medicine. Automatic clustering of medical images 
plays an important role for structuring of a given medical database 
as well as for searching and retrieval of biomedical images.  This 
paper introduces a new approach for efficient clustering of x-ray 
images based on various levels of image features. Initially, for each 
given x-ray image, features have been extracted from three 
different levels, namely, global, local and pixel. Finally, a new 
approach, a combination of k-means and hierarchical clustering 
techniques, has been applied in order to cluster x-ray images. The 
experimental results are also presented at the end of this paper. 
 
KEYWORDS: Biomedical Images, Image Clustering, Image 
Databases, X-ray Images.   
  

1. Introduction 
 
Medical image databases are a key component in future 
diagnosis and preventive medicine. In last several years, 
there is an emerging trend towards the digitization of 
medical images and the formation of adequate archives. In a 
statistics, it has been stated that the Radiology Department 
of the University Hospital of Geneva alone produces more 
than 12,000 new x-ray images per day in 2002 [11]. In order 
to extract the relevant information from this huge amount of 
x-ray images, it is necessary to organize and store them 
properly. Moreover, these x-ray images must be archived in 
the patient’s personal file in such a way that allows easy 
access when needed. Further, with the growing size of 
medical images, there is a need for efficient tools that can 
analyze medical images content and represent it in a way 
that can be efficiently searched and compared.  
 

One of the main goals of medical information systems is to 
deliver the needed information at the right time at right 
place in order to improve the quality and efficiency of care 
processes [14]. In conventional databases, textual searching 
can be done using the DICOM header, but information 
contained in x-ray images differs considerably from that 
residing in alphanumerical format. A single x-ray image 
may contain a large number of regions of interest, each of 
which may be the focus of attention for the medical expert, 
per diagnosis task. However, automatic categorization 
processes are required for fast archiving of secondary 
digitized x-ray images that were acquired by flim-based 
modalities or non-DICOM digital devices.  
 
 Medical image content representation and retrieval is 
playing an increasing role in a wide spectrum of 
applications within the clinical process [11]. For the clinical 
decision-making it can be useful to refer x-ray images of the 
same modality or the same anatomic region for the 
identification of certain pathologies. In this context, Content 
Based Image Retrieval (CBIR) has emerged as a powerful 
tool to efficiently retrieve x-ray images visually similar to a 
query image during last several years. In CBIR, the main 
idea is to represent each image as a feature vector and to 
measure the similarity between images with distance 
between their corresponding feature vectors according to 
some metric. Finding the correct features to represent 
images, as well as the similarity metric depend on the image 
domain and the goal of the retrieval system. In [1], a new 
technique for image representation, blobworld, has been 
introduced that provides a transformation from the raw pixel 
data to a small set of image regions, which are coherent in 
color and texture space. A retrieval system based on this 
representation has also been presented in [1]. Computer 
vision techniques for content-based image retrieval from 
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large medical databases have been discussed in [6]. 
However, current medical CBIR systems often propose 
solutions that are limited to images with specific organ and 
modality or diagnostic study, and are usually not directly 
transferable to other medical applications. In this context, 
automated clustering of medical images is a key solution for 
structuring of a given medical database as well as for 
searching of a medical image.  
 
In recent times, clustering and classification of x-ray images 
is the focus of attention of many researchers [2, 3, 4, 5, 7, 8, 
10, 13]. [2] deals with an approach for edge detection and 
classification of x-ray images that can be applied to 
interventional 3D vertebra shape reconstruction. An 
approach for unsupervised image-set clustering using an 
information theoretic framework has been proposed in [3]. 
In [3], each image or image set is represented as a Gaussian 
mixture distribution (GMM) and images are compared and 
matched via a probabilistic measure of similarity between 
distributions known as the Kullback-Leibler (KL) distance.  
Using the same GMM-KL framework, a technique for 
medical image categorization and retrieval for Picture-
Archiving and Communication Systems (PACS) has been 
described in [5]. [4] focuses on a general framework for 
image categorization, classification and retrieval for medical 
image archives. An algorithm for image clustering and 
compression is focused in [7]. 
 
Medical image classification that involves the automatic 
classification of x-ray images in 57 predefined classes with 
large intra-class variability has been introduced in [8].  In 
[8], a generic method for image classification based on 
ensemble of decision trees and random subwindows is 
represented.  A new image classification method by using 
multi-level image features and state-of-the-art machine 
learning method, Support Vector Machine (SVM) is focused 
in [10]. To support the automated classification of medical 
images, a tree-based detailed code is developed in [13]. 
 
The objective of this work is to design and implementation 
of a new efficient and simplified clustering technique for x-
ray images. The approach presented in this paper is different 
from other approaches in few aspects, image segmentation, 
image representation & feature extraction, and clustering is 
done by applying a new approach which is a combination of 
k-means and hierarchical clustering techniques. The 
organization of the paper is as follows. Section 2 represents 
an image clustering framework for automatic categorization 
of x-ray images. In Section 3, the details of feature 
extraction are provided while the clustering technique of x-
ray images has been introduced in Section 4. Experimental 
results are shown in Section 5 and Section 6 provides a 
conclusion to the work. 
 
 
 

2. Image Clustering Framework 
 
Clustering of x-ray images (radiographs) is a non-trivial 
task, due to the complex nature of the information in 
images. X-ray images of the same class share a strong visual 
similarity. Moreover, there is a great variation within a 
class, caused by different doses of x-ray, varying 
orientation, alignment and pathology. In addition to content 
variation, the quality of the x-ray images may vary 
considerably. In this paper, the image clustering framework 
is consisting of two different phases, namely, image feature 
extraction, and image clustering as shown in the following 
figure. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Feature extraction phase deals with the extraction of features 
from given set of x-ray images while in image clustering 
phase, clusters of x-ray images are generated based on 
image features. The detailed descriptions of these phases are 
described in the following Sections.  

 

3. Image Feature Extraction 
 
The accuracy of image classification mainly depends on 
image feature extraction. More discriminated features lead 
to better clustering result. In general, there are three 
different levels of feature extraction, global, local and pixel. 
The global feature can be extracted to represent the whole 
image in an average fashion. Local features are extracted 
from small sub-images that are generated by partitioning the 
original image into a number of segments. The simplest 
image features can be directly extracted based on the pixel 
values of the given image.  
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Figure 1:  Image Clustering Framework 
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In case of general digital x-ray images, there are sharp 
variations of features in terms of color, texture and shape. 
The x-ray images are characterized with contrast variation 
and non-uniform intensity background, weak signal-to-noise 
ratio, digitized x-ray projections noise, and high frequency 
noise. Moreover, in many images there are cloths, jewels, 
artificial-implants and medical instruments. In this paper, 
for each x-ray image, features have been extracted from 
three different levels, namely, global, local and pixel level 
and are combined into a large feature vector for image 
clustering. The low level features extracted from x-ray 
images at global level and local patches are texture and 
shape. Since we are only concerned about x-ray images, 
color features are not considered in this work. For the sake 
of simplicity, hence all given x-ray images are scaled down 
to (100 * 100) pixels before feature extraction. 
 
 
3.1 Global Level Feature Selection 
 
Texture feature contains important information regarding 
underlying structural arrangement of surfaces of an image. 
One of the well-known approaches for describing texture of 
an image is by using Gray Level Co-occurrence Matrix 
(GLCM) originally introduced by Haralick et al. [1973]. The 
GLCM is a tabulation of how often different combinations 
of pixel brightness values (gray levels) occur in an image. 
GLCM texture considers the spatial relationship between 
two pixels at a time, namely, the reference pixel and the 
neighbor pixel. A different co-occurrence matrix exists for 
each spatial relationship such as above, next to, diagonal, 
south, east, and west. However, for texture calculations the 
GLCM is need to be symmetric.  
 
In this paper, the co-occurrence matrix is constructed by 
getting information about the orientation and distance 
between the pixels. Hence, at global level, for each given x-
ray image eight gray-level co-occurrence matrix is 
constructed for eight different orientations; 00, 450, 900, 
1350, -450, -900, -1350, and -1800. The texture measures that 
are computed from each of the eight GLCM for a given x-
ray image includes Contrast, Energy, Homogeneity, 
Entropy, Mean, Variance, and Correlation. Initially, for 
each given x-ray image, a co-occurrence matrix for degree 
zero is created and required seven texture features are 
extracted at global level. Therefore, for each given x-ray 
image total 56 texture features are extracted at global level. 
 
Shape provides geometrical information of an object in 
image, which do not change even when the location, scale 
and orientation of the object are changed. In this work, 
Canny edge operator [Canny, 1986] is used to generate edge 
histograms. Hence, for each x-ray image the shape 
information is extracted after every ten degrees by canny 
edge detector and thus resulting into 37shape features at 

global level. An example of chest x-ray image is represented 
below.   
 
 

          

 

 
Hence, at global level 56 texture features and 37 shape 
features is extracted for each x-ray image. 
 
3.2 Local Level Feature Selection 

At local level, each input x-ray image is partitioned into four 
non-overlapping patches for feature extraction. The partition 
of chest x-ray image of figure 2 is shown in the following 
figure. 

                  

                 

 

Figure 2:  An Example of Chest X-ray Image 

(a) Part 1 (b) Part 2 

(c) Part 3 (d) Part 4 

Figure 3:  Feature Selection at Local Level 
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At local level, for each of the four non-overlapping image 
segment, 56 texture features and 37 shape features is 
computed in the same way as global level and thus, total 372 
features is obtained. 

 
3.3 Pixel Level Feature Selection 

 
At pixel level, images are resizing into (10 * 10) pixels in 
order to obtained pixel information directly as shown in the 
figure below. After resizing the image, a feature set of size 
100 is obtained at pixel level. 

 

 

In this work, the total dimensionality of feature vector for 
each given x-ray image is 565 among which 93 features has 
been extracted at global level, 372 features has been 
computed at local level, and 100 features has been extracted 
at pixel level. Finally, the combined image features from 
three different levels for each x-ray image are stored into a 
big feature vector and clustering is performed. In order to 
produce good clustering result no dimensionality reduction 
techniques like PCA has been applied here which may lead 
to loss of some information. However, more memory is 
required in order to store a large number of features.  
 
4. Image Clustering 
 
The k-means clustering technique is straightforward in 
concept, but yields good clustering accuracy.  The k-means 
algorithm takes the input parameter, k, and partitions a set of 
n objects into k clusters so that the resulting intracluster 
similarity is high but the intercluster similarity is low. The 
cluster similarity is measured in terms of the mean value of 
the objects in a cluster known as cluster centroid or center of 
gravity. For a given unknown objects, k-means technique 
randomly selects k of the objects, each of which initially 
represents a cluster mean or center. For each of the 
remaining objects, an object is assigned to the cluster to 
which it is closest. Hence, closeness is defined in terms of a 
distance metric between the object and the cluster mean, 
namely, Euclidean distance. It then computes the new mean 
for each cluster and the process repeated until the criterion 
function converges.  
 

Hierarchical clustering technique creates a hierarchical 
decomposition of the given set of data objects. A 
hierarchical method can be either agglomerative or divisive. 
In case of agglomerative approach, clustering starts with 
each object in a separate group and successively merges the 
objects or groups that are close to one another until all the 
groups are merged into one or a termination condition holds. 
On the other hand, the divisive approach starts with all the 
objects in the same cluster and successively splits into 
smaller clusters until eventually each object is in one cluster 
or a termination condition holds. However, the hierarchical 
method suffers from the fact that once a step is merged or 
split, it can never be undone.  
 
In order to produce good clustering result, a combination of 
k-means and hierarchical clustering techniques has been 
applied in this work for image clustering.  
  

5. Experimental Result and Analysis 

In this paper, experiment has been made on a image set of 
150 x-ray images consists of five different classes of x-ray 
images such as knee, hand, skull, backbone, and chest. In 
order to produce final clustering result, initially clustering 
has been done by using k-means method on large feature 
vector and then hierarchical technique is applied on k-means 
clustering result. In this context, it has been identified from 
experimental results that image clustering performance 
degraded if hierarchical clustering method is applied before 
k-means technique on feature set. The experimental results 
presented in the following table indicate the percentage of 
clustering accuracy for different clustering techniques: 

 Hand Skull Chest Backbone Knee 
k-means 
clustering 

67% 83% 85% 92% 80% 

Hierarchical 
clustering  

42% 80% 65% 45% 51% 

K-means + 
Hierarchical 

72% 89% 87% 92% 81% 

 
 
 
 
 

6. Conclusion & Future Work 
 

This paper presents a new method directed towards the 
automatic clustering of x-ray images.   The clustering has 
been done based on multi-level feature of given x-ray 
images such as global level, local level and pixel level. A 
new efficient approach, a combination of k-means and 
hierarchical clustering techniques has been applied for 
clustering of x-ray images which produces a very high level 
of accuracy. However, since the dimensionality of feature 

Figure 4:  Feature Selection at Pixel Level 

Table 1:  Experimental Results 
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space is huge and no dimensionality reduction is used, space 
complexity increases.  
 
The clustering technique proposed in this work can be 
efficiently used in a number of applications such as face 
recognization, thumb impression identification, bacterial 
film identification and so on. Moreover, the same clustering 
technique can be applied for automatic clustering of 
biomedical images such as CT-scan, MRI, PET, and X-ray. 
In future scope, other clustering techniques can be applied in 
order to identify the best suitable clustering technique for x-
ray images in terms of more improved clustering results and 
complexity.  
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