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Abstract 
A pervasive network consists of heterogeneous 
devices with different computing, storage, mobility 
and connectivity properties working together to solve 
real-world problems. The emergence of wireless 
sensor networks has enabled new classes of 
applications in pervasive world that benefit a large 
number of fields. Routing in wireless sensor networks 
is a demanding task. This demand has led to a number 
of routing protocols which efficiently utilize the 
limited resources available at the sensor nodes. Most 
of these protocols either support stationary sensor 
networks or mobile networks. This paper proposes an 
energy efficient routing protocol for heterogeneous 
sensor networks with the goal of finding the nearest 
base station or sink node. Hence the problem of 
routing is reduced to finding the nearest base station 
problem in heterogeneous networks. The protocol 
HLAODV when compared with popular routing 
protocols AODV and DSR is energy efficient. Also 
the mathematical model of the proposed system and its 
properties are studied. 
Keywords: Pervasive, Sensor, Heterogeneous, 
Routing, Location 
 
1. Introduction 
 
Pervasive Computing is a technology that 
pervades the users’ environment by making use 
of multiple independent information devices 
(both fixed and mobile, homogeneous or 
heterogeneous) interconnected seamlessly 
through wireless or wired computer 
communication networks which are aimed to 
provide a class of computing / sensory / 
communication services to a class of users, 
preferably transparently and can provide 

personalized services while ensuring a fair 
degree of privacy / non-intrusiveness. The goal 
of pervasive computing is to create ambient- 
intelligence, reliable connectivity, and secure and 
ubiquitous services in order to adapt to the 
associated context and activity. To make this 
envision a reality, various interconnected sensor 
networks have to be set up to collect context 
information, providing context-aware pervasive 
computing with adaptive capacity to dynamically 
changing environment. Wireless sensor networks 
(WSN) can help people to be aware of a lot of 
particular and reliable information anytime 
anywhere by monitoring, sensing, collecting and 
processing the information of various 
environments and scattered objects [24]. The 
flexibility, fault tolerance, high sensing, self-
organization, fidelity, low-cost and rapid 
deployment characteristics of sensor networks 
are ideal to many new and exciting application 
areas such as military, environment monitoring, 
intelligent control, traffic management, medical 
treatment, manufacture industry, antiterrorism 
and so on [18,23]. Therefore, recent years have 
witnessed the rapid development of WSNs. In 
this paper, we address the issue of cross-layer 
networking for the pervasive networks , where 
the physical and MAC layer knowledge of the 
wireless medium is shared with network layer, in 
order to provide efficient routing scheme to 
prolong the network life time.  
 
Unique characteristics of a WSN include limited 
power, ability to withstand harsh environmental 
conditions, ability to cope with node failures, 
mobility of nodes, dynamic network topology, 
communication failures, heterogeneity of nodes, 
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large scale of deployment and unattended 
operation. The challenges of WSN have been 
studied by Yao K [29]. The key challenge in 
wireless sensor networks is maximizing network 
lifetime. Routing for WSNs is one of the most 
active research areas. Energy efficiency and 
network capacity are perhaps two of the most 
important issues in wireless ad hoc networks and 
sensor networks. Many to one communication 
paradigm is widely used in regard to sensor 
networks since sensor nodes send their data to a 
common sink for processing. This many-to-one 
paradigm also results in non-uniform energy 
drainage in the network.  

 
Sensor networks can be divided in to two classes 
as event driven and continuous dissemination 
networks according to the periodicity of 
communication. In event-driven networks, data 
is sent whenever an event occurs. In continuous 
dissemination networks, every node periodically 
sends data to the sink. Routing protocols are 
usually implemented to support one class of 
network in order to save energy. Almost all the 
research involved with routing is related to 
sending the sensed data to a control center or to a 
fixed destination. This paper argues that the 
problem of routing can be reduced to sending the 
data to the nearest base station, as the base 
station will have the capacity to directly deliver 
the data to the control center, to which the sensor 
is attached to. This not only will reduce the time 
delay but also will be energy efficient.  

 
The assumption of homogeneous nodes does not 
always hold in practice since even devices of the 
same type may have slightly different maximal 
transmission power. There also exist 
heterogeneous wireless networks in which 
devices have dramatically different capabilities, 
for instance, the communication network in the 
Future Combat System which involves wireless 
devices on soldiers, vehicles and UAVs. In 
contrast to a traditional static wireless sensor 
network which consists of a large number of 
small sensor nodes with low computational, 
storage and communication capabilities, such 
limitations no longer apply in a mobile sensor 
network. In [27] the use of vehicles as sensors in 
a “vehicular sensor network,” a new network 
paradigm that is critical for gathering valuable 
information in urban environments is studied. 
However, existing routing protocols for WSNs 
are built on the network architecture (called flat 
architecture) such that all sensor nodes are 
homogeneous and send their data to a single sink 

node by multiple hops [3,5,15,21]. Such a flat 
architecture is inapplicable to many real 
applications with large-scale and heterogeneous 
sensor nodes.  
  
A typical network configuration consists of 
sensors working unattended and transmitting 
their observation values to some processing or 
control center, the so-called sink node, which 
serves as a user interface. Due to the limited 
transmission range, sensors that are far away 
from the sink deliver their data through multihop 
communications, i.e., using intermediate nodes 
as relays. The given scheme is based on 
probabilities. The probability as relay node is 
high for the base station, medium for the mobile 
sensors and very low for the stationary sensors. 
Thus the stationary sensors are less likely to be 
selected as a hop for the relay of information. 
Deterministic choices based on heavy collection 
of information into the message are replaced by 
probabilistic choices by using classical 
optimization heuristics. We also modeled the 
heterogeneous network as a random geometric 
graph and studied the properties.  

 
In this paper, we present a new event driven 
routing protocol for the pervasive heterogeneous 
networks which prolongs the life time of the 
network by considering type of nodes. 
Simulation results show that our protocol 
outperforms the traditional routing approaches in 
terms of network lifetime and latency and is 
more suitable for real world applications. The 
remainder of the paper is organized as follows. 
Section II provides a brief overview of the 
related work. Section III explains the operation 
of the new routing protocol. Section IV gives the 
mathematical model of the system. Section V 
compares the performance of HLAODV and the 
protocols used in traditional schemes. Section VI 
provides the conclusion of the work and 
discusses future directions. 
 
2. Related Work 
 
Pervasive Computing promises a world where 
computational artifacts embedded in the 
environment will continuously sense our 
activities and provide services based on what is 
sensed. Sensor networks enable to accomplish 
the goal of pervasive computing partially. Sensor 
networks introduce new challenges that need to 
be dealt with as a result of their special 
characteristics. Their new requirements need 
optimized solutions at all layers of the protocol 
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stack in an attempt to optimize the use of their 
scarce resources. In particular, the routing 
problem, has received a great deal of interest 
from the research community with a great 
number of proposals being made. In [ 8] L.Chen 
et al have studied a cross layer design for routing 
in ad hoc wireless networks. Basically the 
existing protocols can be fit in one of two major 
categories: on-demand such as AODV [21] and 
DSR [15], and proactive such as DSDV [22] and 
OLSR [9]. The review of these protocols is 
found in [4, 14]. Ad hoc on-demand distance 
vector (AODV) routing [21] adopts both a 
modified on-demand broadcast route discovery 
approach used in DSR [15] and the concept of 
destination sequence number adopted from 
destination-sequenced distance-vector routing 
(DSDV)[22]. Directed diffusion [13] is a good 
candidate for robust multi hop multi path routing 
and delivery. This enables diffusion to achieve 
energy savings by selecting empirically good 
paths and by caching and processing data in-
network (e.g., data aggregation). The authors in 
[2, 10] have analyzed the performance of the 
popular protocols after classification. The 
common belief is that a multi-hop configuration 
with rather small per-hop distance is the only 
viable energy efficient option for wireless sensor 
networks. [3,5,25] have studied the various 
options for energy efficient wireless sensor 
network.  
 
Location-based algorithms [16,17,31] rely on the 
use of nodes position information to find and 
forward data towards a destination in a specific 
network region. Position information is usually 
obtained from GPS (Global Positioning System) 
equipment. They usually enable the best route to 
be selected, reduce energy consumption and 
optimize the whole network. In [18] Ye Ming 
Luz et al have proposed location based energy 
efficient protocol. Na Wang  et al in [19] have 
studied the performance of the probabilistic 
multi path geographic based protocols. In [32] 
position-based routing protocols are surveyed 
and classified into four categories: flooding-
based, curve-based, grid-based and ant 
algorithm-based. 
 

There is very less research work done 
related to heterogeneous sensor networks. The 
integration of different wireless access 
technologies combined with the huge 
characteristic diversity of supported services in 
next-generation wireless systems creates a real 
heterogeneous network. Authors in [12] have 

proposed a secure routing protocol for 
heterogeneous sensor networks. In [1] the 
authors proposed a generic practical framework 
that optimizes media streaming in heterogeneous 
systems by taking advantage of cost and resource 
characteristic diversity of the integrated access 
technologies and the buffering capability of 
streaming applications. In [20, 30] the authors 
proposed localized topology control algorithms 
for heterogeneous wireless multi-hop networks. 
In [30] each node selects a set of neighbors based 
on the locally collected information. 
 
Random graphs are typically used to represent 
sensor networks. The authors in [6, 7, 11] have 
studied the application of random geometric 
graph to wireless sensor networks. Chen Avin in 
[7] had investigated the property of random 
geometric graphs that has implication for routing 
and topological control in sensor networks. The 
goal was to construct a special subgraph, the 
Restricted Delaunay Graph, that permits efficient 
routing, based only on local information. In 
[6,11] the authors studied the toplogy and 
connectivity properties of random geometric 
graphs.  
 
In this paper we propose an energy efficient 
routing protocol called HLAODV for 
heterogeneous sensor networks using location. 
The model is mathematically represented as a 
random geometric graph and its properties are 
studied. 
  
3. System Model 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

-Stationary Node      -Mobile node    Base 
Station  
 

Fig. 1  Heterogeneous Sensor Networks 
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In real world, at a given time, there may be 
stationary, mobile and powerful base stations 
existing together in a region. Assuming all the 
nodes know their destination ID, when an event 
occurs or when requested by the base station, 
they try to forward the data to their base station. 
The topology changes continuously due to the 
mobility of the nodes. It will be practically 
impossible most of the times to directly forward 
the data to the base station due to the nature of 
radio signals. Hence the problem is to find a 
neighbour (hop) towards the destination. This is 
done repeatedly till the destination is reached. In 
a heterogeneous setup there may be a few base 
stations in a region. So we argue that for a given 
node to forward the data, it is enough to find the 
nearest base station even if the node’s base 
station is different. Also only high energy nodes 
get selected as relay nodes sparing the less 
energy stationary nodes thus prolonging the 
network life time.  

 
When a node senses an event, it sends a request 
packet which contains the Node ID, Destination 
ID , Time and Location. A node (i) which 
receives the request packet computes the 
probability of a link between itself and the 
source. The factors that are taken into 
consideration are the distance between the source 
and the node, the energy level of the node, the 
type of the node and the type of the node’s 
neighbours. The initial probabilities are set based 
on the type of the node. If the type is a base 
station or a sink node (Value : 2) , the probability 
p(i) is set to 0.75. If the type is a high energy 
rechargeable node (Value : 1) , the probability 
p(i) is set to 0.5 and for the low energy static 
node (Value : 0), p(i) is set to 0.1. The 
probability may be increased or decreased after 
receiving a request packet. If the probability is 
greater than 0.5, a reply packet is sent to the 
source node. Otherwise the request packet will 
be discarded. The reply packet consists of 
Neighbour ID, Location, Type, Time and the 
Probability. When a node receives a reply 
packet, it updates its routing table with 
Neighbour ID, Location, Time, Type and the 
Probability. Finally the node picks the best 
neighbour from the routing table by applying the 
A* search algorithm.  All the nodes maintain a 
table of recent request/reply packets. When a 
request packet arrives, the node checks whether 
any recent reply packet had been sent to any 
node in the region, not necessarily to the source 
node. This is because of the fact that when an 
event occurs, all the nodes in the region (within a 

specified radius) sense the same. After ‘t’ 
seconds the recent packets automatically get 
deleted from the table. This policy helps to avoid 
congestion and redundancy and is highly energy 
efficient.  

 
Table 1:  REQ Packet 

 
Node ID Dest ID Location Time 

 
Table 2:  REP Packet 

 
Node 
ID 

Dest 
ID 

Prob Type Location Seq 
no 

Time 

 
Table 3: Route Table Fields 

 
Node 

ID 
Neighbour 
ID 

Prob Type Location Seq 
No 

Time 

 
 
3.1  A* Algorithm to find the best neighbour 
 
The problem is to find a minimum cost path 
from a source to a destination. The optimum path 
in wireless sensor networks is the minimum 
energy conservation path. The algorithm works 
based on the type of node. Assuming high 
energy base stations and high bandwidth mobile 
nodes which could be recharged, the 
probabilities are set. The probability differs for 
each request. The static nodes with less energy 
level will not participate in routing in order to 
save energy. A* algorithm is applied to pick the 
best neighbour from the routing table of a node. 
The cost function is the distance between the 
source and the destination. Assuming 
intermediate base stations or  sink nodes that will 
have the capacity to directly route the packet to 
the destination, we reduce the problem to finding 
the nearest base station problem. The heuristic 
function computes the link quality by combining 
the probability, type, time and the direction of 
the destination. As probabilities are self 
computed, when a reply packet arrives, the node 
instead of picking the highest probability node as 
the nextHop , checks the time stamp and the 
type. If there is a node with slightly less 
probability which arrived lately, the node will 
prefer it as a hop to forward the data rather than 
the high probability one. This is because of the 
mobility of the nodes.  
C(i) = dist(i,j) , the distance between the source 
and the destination. 
H(i) = f(p(j) , T(j), L(j)) where p(j) is the 
probability of node j, T(j) is the time the reply 
packet is sent from j, L(j) is the location of j.  
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Fig. 2 Schematic Representation of the Model 

 
 
If we form the convex hull of the nodes within a 
neighbourhood say a radius r, then only one node 
would be allowed to transmit at a given time. 
This avoids traffic congestion and redundancy.  
 
Algorithm 

1. Source Sends REQ packet 
2. Node Receives REQ packet 
3. Node Checks Recent REQ/REP List 
4. If (! Recent) 

a. Node Self computes 
Probability P  

b. If P >= 0.5 , node sends a REP 
packet 

c. Else discard it;  Exit; 
5. Else Discard it; Exit; 
6. Source receives a REP packet 
7. Source updates the Route Table 
8. Apply A* Algorithm to pick the best 

neighbour 
9. Forward Data to the next Hop 
10. If the next Hop is the Destination , Exit; 
11. Else If the next Hop is a base station , 

Exit; 
12. Else Forward; Go to 1; 
13. Return; 

 

4. Mathematical Model 
 
Let there be n number of nodes within a radius r. 
The problem is to find an optimal path from a 
source to a destination. Random Geometric 
Graphs (RGG) have been a very influential and 
well-studied model of large networks, such as 
sensor networks, where the network agents are 
represented by the vertices of the RGG, and the 

direct connectivity between agents is represented 
by the edges. Informally, given a radius r, a 
random geometric graph results from placing a 
set of n vertices uniformly and independently at 
random on the unit torus [0, 1]2 and connecting 
two vertices if and only if their distance is at 
most r, where the distance depends on the chosen 
metric. 
 
Connecting two vertices, u, v is possible if and 
only if the distance between them is at most a 
threshold r, ie. d (i, j) ≤ r. Several probabilistic 
results are known about the number of 
components in the graph as a function of the 
threshold r and the number of vertices n. An 
edge appears iff d(i,j) is less than r and if  the 
probability computed based on the distance 
between i and j , type of j , neighbours of j and 
energy level of j is greater than a threshold 
value(0.5).    
 
Let R(i,j) be the directed random geometric 
graph for the sensor model under study. 
Then,  
R(i,j) = 1 if p(i,j) > =0.5 
         = 0 , Otherwise 
where p(i,j) = f(d(i,j) , e(j), t(j),n(j)) 
d(i,j) – Distance between i and j  
e(j) – Remaining energy level of j  = Ej – � ek , 
k = 0 to j-1  
t(j)  =     0 for  Low energy Static node  

1 for High Energy Node  
2 for Base station/ Sink node  

n(j) = 1 if the neighbour is a base station or the 
neighbour is close to a base station 
 
 
 

 
 

Source  Compute 
Probability 

Send REP Packet 
REQ 
Packet P > 0.5 

REP 
Packet 

Update 

Route  Table 

NextHop 

Apply Heuristics 
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Fig. 3   RGG with selected path 

 
 
We will denote s(i) as the set of all nodes in φ(i) 
whose distance to node N is smaller than 
predefined radius r. Decisions at node i will be 
based on the following variables: 
 

1. An estimation of the available energy at 
neighboring nodes, {Eij, j � s(i)}. 

2. The distance to each of the 
neighbouring node , { min d(i,j) < r } 

3. The neighbours type and closeness to a 
base station ,  {   t(j) = 2 or 1 , � n(j) 
where  t(n(j)) = 2 } 

 
The following operations are possible in the 
graph. 
1. Adding an edge – When a node receives a 
reply packet with probability greater than 0.5, an 
edge will be added.  
2. Deleting an edge – Since the nodes could be 
mobile, after a specific time period, the 
probability of an edge may go down. In this case 
the edge will be deleted.  
 
Assuming that most energy consumption is 
caused by transmissions, the estimation 
E(i,j)k+1 = E(i,j) k – m(j) k ET(1)     
where m(j) is the number of messages 
transmitted by node j at time k and ET is the 
energy consumed per transmission. Note that our 
model assumes that the energy consumptions are 
the same at each transmission (which is a 

reasonable approximation if information is sent 
in packets of equal size), and that node i ’listens’ 
all transmissions done by its neighbor, j. 
 
All these variables are grouped into observation 
vector x. Each node with a message to transmit 
states the decision as a result of solving a 
hypothesis testing problem with two hypotheses, 
T = 0 or T = 1, where:  
• T = 1 if at least one neighbor will forward the 
message. 
• T = 0 if no neighbor will forward the message 
in which case the message will be discarded. 
Depending on its belief about the value of T, 
node i will make decision D1 (the message is 
transmitted) or D0 (the message is not 
transmitted). 
To do so, we define cost 
 C(i,T) = 1 if  � j , p(i,j) > 0.5 
            = 0 , Otherwise  
 
The optimal path can be obtained if all the nodes 
are reachable from a sink node or a base station 
in one or two hops. Otherwise the model is 
reduced to AODV. The topology can be 
reconstructed to prolong the network life time. 
  
From the definition of the graph it follows that, 
this graph is not symmetric.  
 i.e,  R(i,j) ≠ R(j,i) 
Proof: Assume i is not in the proximity of a base 
station and j is closer to a base station. So j’s 

Base Station/ 
Sink Node 

Static Less Energy 
Node 

High Energy 
Mobile Node 
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computed probability is high and the link exists 
between i and j. On the contrary, the probability 
computed by i will be low either because of its 
type or due to the proximity of the node. So j 
will not select i as the next Hop to reach its 
destination. So there is no edge between j and i. 
  
There may be isolated vertices in this model as 
nodes with less energy level are less likely to 
participate in routing. So the graph is not a 
connected graph. Only one edge within the 
radius is selected for transmission and so the 
order of the algorithm is O(1).  
 
5. Performance Analysis 
 
We simulate this protocol on GloMoSim, [26] a 
scalable discrete-event simulator developed by 

UCLA. This software provides a high fidelity 
simulation for wireless communication with 
detailed propagation, radio and MAC layers. We 
compare the routing protocol named as 
HLAODV with two popular sensor networks 
routing protocols – AODV and DSR 
 
5.1  Simulation Model 
 
The GloMoSim library [26] is used for protocol 
development in sensor networks. The library is a 
scalable simulation environment for wireless 
network systems using the parallel discrete event 
simulation language PARSEC. The distributed 
coordination function (DCF) of IEEE 802.11 is 
used as the MAC layer in our experiments. It 
uses Request-To-Send (RTS) and Clear-To-Send 
(CTS) control packets to provide virtual carrier

Table 4:  Assumed Parameters 

 

Parameters Value 
  
Transmission range 250 m 
Simulation Time 5M 
Topology Size 2000m x 2000m 
Number of sensors 55 
Number of sinks 16 
Mobility Trace File 
Traffic type Constant bit rate 
Packet rate 8 packets/s 
Packet size 512 bytes 
Radio Type Standard 
Packet Reception SNR 
Radio range 350m 
MAC layer IEEE 802.11 
Bandwidth 2Mb/s 
Node Placement Node File 
Initial energy in batteries 10 Joules 
Signal Strength Threshold -80 dbm 
Energy Threshold 0.001mJ 
 

 
sensing for unicast data packets to overcome the 
well-known hidden terminal problem. There are 
some initial values used in the simulation. Table 
4 lists the assumed parameters. Intel Research 
Berkeley Sensor Network Data and WiFi CMU 
data from Select Lab [28] are used to get the 
positions for the nodes. The experiment is 
repeated for varying number of nodes. CBR 
traffic is assumed in the model. For mobility, 
trace file is used. The new protocol is written in 
Parsec and hooked to GloMoSim. All the three 
protocols are simulated in GloMoSim to enable 

comparisons among them. When a packet is 
generated, the corresponding routing algorithm is 
invoked.  
 
5.2 Performance Metrics 
 
For the evaluation of protocols the following 
metrics have been chosen. Each metric is 
evaluated as a function of the topology size, the 
number of nodes deployed, location and the data 
load of the network. 
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 Latency – This is a measure of execution 

time. It is the total time taken by the various 
protocols for the given CBR traffic to 
complete within the simulation time.  

 Energy Spent – This is measured in terms of 
signals received and transmitted. The energy 
spent on each node is directly proportional 
to the number of signals received and 
transmitted. Less number is an indicative of 
energy conservation.  

 Congestion – The parameters for congestion 
evaluation are number of collisions and 
number of timeout packets generated. 
Obviously more number of collisions and 
timeout packets indicate congestion in the 
traffic.  

 Load Balance - The number of nodes used in 
the transmission. This is also an indication 
of energy conservation at each node. 

 
5.3 Simulation Results   
 
Figure 4 shows the execution time of three 
protocols for different sets of nodes and traffic. 
The execution time increases as the traffic 
increases. Due to control packets overhead in 
route discovery and maintenance AODV and 
DSR have high execution time as against the 
proposed protocol. Both AODV and DSR do not 
differentiate nodes. When there are no base 
stations HLAODV tends to take more time than 
AODV and DSR protocol.  
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Fig 4. Packet Delivery Time 

 
Figures 5 and 6 show the number of signals 
received and transmitted by the nodes. There is 
equal energy spent on receiving phase as 
transmission phase. There is a sharp difference in 
signals received in the new protocol as compared 
to others. In signals transmitted there are only a 

few nodes are affected in HLAODV. The graphs 
are indicative of less energy spent in HLAODV 
compared to AODV and DSR. This clearly 
indicates the energy efficiency of the HLAODV 
protocol.   
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Fig 5. Total Number of Signals Received 
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Fig 6. Total number of Signals Transmitted 

 
 
Figure 7 and 8 show the congestion control of 
the protocols by studying the number of 
collisions and time out packets. The proposed 
protocol has very few number of collisions as 
compared with other protocols. Moreover the 
timeout packets are generated less in number in 
HLAODV. The reason is that within a specific 
region, only one node is allowed to transit for a 
period of t seconds. This not only avoids 
congestion but also takes care of redundancy 
suppression. Also it spares the energy of the 
nodes in the transmission of redundant data.  
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Fig 7 . Number of Collisions 
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Fig 8. Time out Packets Generated 

 
6. Conclusion 

 
Wireless sensor networks and radio frequency 
identification (RFID) devices are quickly 
becoming a vital part of our infrastructure with 
applications ranging from supply-chain 
management to home automation and healthcare. 
These tiny, pervasive computing devices have 
extremely limited power resources and 
computational capabilities. On the other side 
there also exist heterogeneous wireless networks 
in which devices have dramatically different 
capabilities. In this paper we proposed an energy 
efficient routing protocol for heterogeneous 
pervasive networks based on location. 
Simulation results show that our protocol 
HLAODV outperforms AODV and DSR in 
energy efficiency, latency, load balancing, 
redundancy suppression and congestion control. 
The model is a cross layer design as the link 
parameters determine the routing scheme. Our 
next goal is to identify the minimum number of 
base stations required to get an optimal path and 
to study a secure routing scheme for 
heterogeneous networks. 
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