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Abstract 
Detecting nose tip location has become an important task in face 
analysis. However, for a 3D face model with presence of large 
rotation variation, detecting nose tip location is certainly a 
challenging task. In this paper, we propose a method to detect 
nose tip region in large rotation variation based on the 
geometrical shape of a nose. Nose region has always been 
considered as the most protuberant part of a face. Based on 
convex points of face surface, we use morphological approach to 
obtain nose tip region candidates consist of highest point density. 
For each point of each region candidate, a signature is generated 
and evaluated with trained nose tip tolerance band for matching 
purpose. The region that contains the point which scores the most 
is chosen as the final nose tip region. This method can handle 
large rotation variation, facial expression, combination of all 
rotations (yaw, pitch and roll) and large non-facial outliers. 
Combination of two databases has been used; UPMFace and 
GavabDB as training data set and test data set.  The experimental 
results show that 95.19% nose tip region over 1300 3D face 
models were correctly detected. 
Key words: Nose Tip Region Detection, Morphology, 3D Face 
Model, Point Signature, Tolerance Band. 

1. Introduction 

Human face recognition has received wide attention for 
the past few years.  Recent development of technology in 
data acquisition has enabled a 3D face to be captured and 
analyzed.  Extensive studies have shown that 3D face data 
offers better performance of face recognition in 
disadvantageous conditions, such as head pose rotation, 
illumination and facial expression.  Methods associated 
with 3D face recognition such as face registration, face 
modeling and facial features extraction that have been 
proposed are largely based on the geometry shape of a face 
which greatly relies on appropriate 3D surface descriptors 
and accurate facial landmark locations [1].   
 
Compared to other facial landmarks, nose offers few 
advantages.  Due to the distinct shape and symmetrical 
property of  a  nose, it is  frequently  used as a key  feature  

point in 3D faces representation.  For example, finding 
nose facilitates the search for other landmarks such as eyes 
and mouth corners in order to employ robust facial feature 
extraction [2]. Unlike nose, other features can change 
significantly due to facial expression, e.g., closed eyes and 
open mouth. In addition, the characteristics of the nose 
which indicates the center of the face and always pointing 
frontal are found useful for head pose estimation and face 
registration.  
 
Even though geometry feature-based method seems to be 
more straight-forward in representing the whole face, it 
highly depends on the geometrical characteristics of the 
face.  Any changes of pose or a presence of occlusion can 
cause severe lost of information. This explained by 
Ayyagari [3] that during acquisition process, it is possible 
that some parts of the face will be unobservable from any 
given position, either due to occlusion, or limitations in the 
sensor’s field of view. Heuristically, nose is always 
assumed as the nearest point to the camera, and therefore 
the highest value in z-axis.  Although it can largely reduce 
the complexity of an algorithm, in case of large scale of 
variation and rotation, this assumption does not always 
hold.   
 
Alternatively, a search for nose tip can be based on the 
protuberant parts of a face. Although it cannot give exact 
location of nose tip, it can reduce the searching space quite 
effectively. This is followed by one or more other steps to 
finalize a nose tip. In [4], nose tip candidates were first 
obtained based on protuberant points.  Since only frontal 
faces were considered, nose tips were obtained by 
symmetry calculation, which was carried out based on the 
direction comparison of normal vectors.  Similar idea was 
adopted by Xu [5], who considered nose tip as the highest 
local point and having peaked cap-like shape. Nose tip 
were finalized using Support Vector Machine (SMV) to 
classify between nose-tip and non-nose-tip points. 
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Fig. 1 Orientation shape of a nose tip. 

 
 
Sun and Yin [6] took the advantage of the symmetrical 
property of a nose. Based on curvature of facial range 
image, two clusters of inner eye corners were obtained.  
With aid of facial reference plane, nose tip can be 
determined by putting a plane along eyes line and find the 
point that has the maximum distance from plane.  
However, occlusion around the eyes, for example glasses 
or hair, can affect the robustness of this method.  
Breitenstein [7] introduced a scheme of nose detection that 
is robust to large pose variation.  Shape signature was 
computed for every point of input image and the 
corresponding pose hypotheses were generated in parallel. 
To select nose tip, error function is used to compare the 
input range image to the pre-computed pose images of an 
average face model.   
 
In [8], Lu and Jain proposed a feature extractor based on 
the directional maximum to estimate nose tip location and 
pose angle simultaneously. At each quantized pose angle 
in the original coordinate system, the point with the 
maximum projection value along corresponding pose 
direction is selected as the nose tip candidate and therefore 
the directional maximum of that pose angle. A nose profile 
model represented by subspace is used to select the nose 
tip and the associated pose angle as the pose estimation 
result. Same technique was employed later in [9] to find 
nose tip candidates.  However, a nose tip is finalized 
differently, where the nose check curve of each candidate 
is extracted and compared with that of trained nose tip 
check curve for similarity.  

  
Despite of having significantly different nose structure 
from one person to another, the orientation shape around 
nose tip is however preserved, even with the presence of 
rotation.   This shape is considered unique, if measured by 
appropriate radius can be represented by four peaks of 
nose ridge, nose wings (left and right) and the area 
between nose and lips which referred as above lips as 
shown in Fig. 1.  Based on this observation, we proposed a 
new method to locate nose tip region of 3D face model in 
large variation rotation. Region candidates are gained by 

studying the geometrical features of a face followed by 
morphological operations.   Nose tip region then finalized 
using point signatures matching.   

 
The remainder of this paper is organized as follows.  
Section 2 describes the framework of the proposed 
method.  The performance of the proposed method is 
presented and discussed in section 3.  Finally, we give our 
conclusion in section 4. 

2. Nose Tip Region Detection 

This section describes the nose tip region algorithm in four 
stages as briefly illustrated by Fig. 2. 

2.1 Convex point classification 

In our proposed method framework, point signature is the 
key step in verifying the nose tip.  However, it is 
computationally expensive to calculate signature for every 
point on a face. Therefore, it is always practical to perform 
elimination steps, giving fewer number of nose tip region 
candidate.  Here, we consider a nose tip as a region rather 
than one exact point and any part of a face is treated as 
potential nose tip region. From geometry point of view, a 
face can be broadly represented as convex, concave or flat 
points to describe the curviness of a face.  Inspired by this, 
a searching of nose tip candidate can be done by learning 
the convexity of a face.  This method will not give exact 
location of the nose tip region, but it will effectively 
reduce the searching space and computational time. 
 
For each point ଴ܲ, it can be identified as convex point or 
others by making use of the known dot product of 
neighboring unit vectors, ௜ܲ and its surface normal, ௣ܰ:      
 

cos ௜ߠ ൌ 
௉೔௉బ
ሱۛሮ _  

ே೛௉బ
ሱۛ ሮ                                  (1) 
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           Fig. 2 Framework of the proposed nose tip region detection. 
 

 
where all vectors magnitude normalized to 1.  We define 
the neighboring points of ଴ܲ as the 8-connected points 
surrounding the origin. If ଴ܲ is convex, then we have ߠ 
more than 90 and cos  ,always being negative.  In theory ߠ
surface normal is perpendicular to its surface vectors, 
meaning that ߠ  and cos  should be exactly 90 and 0 ߠ
respectively. However, in our experiments, we found out 
that the calculated cos  is slightly smaller and bigger  ߠ
than 0. Though the difference is very small, it is good 
enough for us to differentiate between convex surface and 
others. 
 
During convex classification, apart from nose, convex 
points are most likely to lie on the chin, jaw line, cheek 
bone, eyebrows, hair and shirt collar. Thus, to eliminate 
these non-nose points, we calculate the sum of theta for 
each ௜ܲ, and 30 percent of points of the highest sum are 
selected representing most protuberant points on face.  We 
chose 30 percent of points because the test data set used 
contain large non-facial outliers thus any number lower 
than that can cause nose-tip not fully selected on certain 
faces. 

2.2 Search for candidate regions 

Some people have a wide nose tip or bulbous nose, 
producing flat area on middle of nose tip.  Thus, this area 

will not be picked up during convex classification, causing 
a hole in the middle of nose tip region.  As the solution to 
this problem, we propose to use a mathematical 
morphology approach known as closing. Closing is a 
combination of expanding (dilation) and shrinking 
(erosion) operations, widely used in image processing to 
fill gaps exist within image data.  In order to do this, we 
treat the face as binary data of set A, where convex points 
denoted as 1 and non-convex points denoted as 0. Dilation 
is performed first followed by erosion by using the same 
8-connected structuring element B 

 
ܣ · ܤ ൌ ሺܣ ْ ሻܤ ٓ  (2)                         ܤ

 
where ْ and ٓ denote dilation and erosion respectively.  
Knowing that nose tip region is among highest point 
density regions, we can narrow down the searching space 
by getting rid of regions with lower point density. The 
morphology operation used specifically for this purpose is 
erosion which applied twice to produce less number of 
regions. 
At this point, the output image is still in binary form of 
convex and non-convex points. To extract meaningful 
regions, segmentation is compulsory. Each region is 
partitioned and labeled with different number and the nose 
tip region is finalized using point signatures.  
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2.3 Point signature 

Point signature, was first introduced as a new presentation 
of free-form 3D object recognition [10], describes the 
structural neighborhood of a point on a face represented by 
sets of distance profiles.  It is later used in [11-12] for face 
recognition. Being invariant to rotation and translation, 
registration can be accomplished by matching the 
signatures of data points of sensed surface to the signatures 
of data points representing the reference surface. Although 
point signature generally known as face recognition 
algorithm, we use it specifically to recognize a nose tip. 
This is due to its ability to efficiently describe and 
represent the unique shape of a nose tip.  
 
The definition of point signature is summarized here based 
on [10].  For a given point p, we place a sphere of radius r, 
centered at p.  The intersection of the sphere with the 
object surface is a 3D space curve C, whose orientation 
can be defined by a normal vector, ݊ଵ, a “reference” vector 
݊ଶ , and the vector cross-product of ݊ଵ  and ݊ଶ . ݊ଵ  is 
defined as the unit normal vector of a plane fitted through 
the space curve C. A new plane P´ is defined by 
translating the fitted plane to the point p in a direction 
parallel to ݊ଵ . The perpendicular projection of C to P´ 

forms a new planar curve C´ with the projection distance 
of points on C´ forming a signed distance profile. This 
followed by angular sampling of every point of C by a 
clockwise rotation angle about ݊ଵ  from the reference 
direction ݊ଶ. This distance profile may now be represented 
by a discrete set of values d(ߠ௜) for i=1,…,݊ఏ,  0< 360> ߠ 
degrees where ݊ఏ  is the number of samples, as the 
signature at point p.  In our experiments, we sample the 
signed distance for every 10 degree thus giving the number 
of sample, ݊ఏ = 36.  Due to the simple representation of 
one-dimensional point signature, matching of point 
signature is efficient and fast. 

2.4 Signature Matching  

The main purpose of signature matching is to verify the 
nose tip region by finding the point which has the most 
similar signature to a nose tip signature. Due to this, we 
concentrate more on signature shape rather than distance 
error such as used for recognition.  Matching is established 
by shifting the signature based on the highest positive 
angular sample, n2. We employ simple signature matching 
by comparing signatures directly to the trained nose tip 
tolerance band where the total score of angular samples 
that falls within the tolerance band is counted. 

 

 
 
 

Fig. 4  Point signatures of different parts of a face after normalization.
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In order to make signatures comparable with the tolerance 
band, every single test signature needed to be normalized 
between 0 to 20 units as shown in Figure 4. This will 
uniformly distribute the signature and make it more 
likeable match with the tolerance band.   
 
Given a trained tolerance band, ߝ௧௢௟  and signature from 
candidate region, dm, we wish to determine total angular 
samples within tolerance band, ௠ܶ: 
 

        ௠ܶ ൌ ෍ ݀௠ሺߠ௜ሻ  ൑ ݅׊ ௧௢௟ߝ  ൌ 1, … , ݊ఏ

௡ഇ

௜ୀଵ

                     ሺ3ሻ 

 
To obtain the tolerance band, ߝ௧௢௟ , we have conducted a 
training session using 70 frontal 3D face models combined 
from two databases, 3DUPMFace and GavaDB. For each 
point of segmented regions, point signature is generated 
and compared to the tolerance band. The signature that 
obtains highest score is noted as the maximum point. The 
next step is to find the region which the maximum point 
belongs to. The region is then extracted as the final nose 
tip region. 

3. Experimental Setup and Results 

3.1 3D Face Pre-Processing 

In order to evaluate the developed algorithms, the database 
used should have enough variations to test its robustness 
under facial variation.  In this work, we have selected 
GavaDB [13] and UPMFace as our 3D face database.   
GavabDB is a public 3D face database well known for its 
variation of facial expressions, consists of 427 Caucasian 
faces corresponding to 61 persons of 45 male and 16 
female. Large number of faces contains spikes and most of 
them have non-facial outliers such as, hair, neck, shoulder, 
shirt collar and even a hand. UPMFace is a 3D face 
database which was collected in University Putra Malaysia 
using 3D laser scanner, consisting of 9 faces of Malay and 
Chinese individual. All of these models have been cleaned 
and the outliers were trimmed, except for one female 
model wearing head scarf which we kept as the striking 
feature of the database.  
 
For training and testing purposes, we have combined 61 
face models from GavaDB and 9 face model from 
UPMFace, giving us 70 face models altogether. All 
selected models are frontal with some of them contains 
minor yaw, pitch or roll rotation.  These two databases 
consist of 3D models of different resolution range and 
size, thus pre-processing is necessary to set all input data 
in the same standard and resolution.  Since both databases 
contain face models with large facial outliers, we cannot 

scale the models to fit specific number of vertices.  
Instead, we scale models based on the height of the 
models’ face.  In order to do this, we have manually 
calculated the scaling factor based on the original height 
and the desired height, which is 100 pixels. This process 
will not change the resolution of the data, but only change 
the coordinates of vertices.  Therefore, we need to grid 
back the models into a standard resolution by fitting a 
mesh grid of 1 pixel onto each face models.   
 
To be able to test our algorithm with respect to large 
rotation angle, we need a sufficient data of rotated 3D face 
models. Since both database only provide limited arbitrary 
head pose variations, it require us to synthetically resample 
frontal faces into rotated faces in step of 30˚ from -90˚ to 
90˚ for yaw (y-axis) rotation and in step of 10˚ from -30˚ 
to 30˚ for both pitch (x-axis) and roll (z-axis) rotation.  
This gives us 420 face models for each axis and total 
number of 1260 face models. On top that, we also 
construct 20 models with combination of all yaw, pitch 
and roll rotations.  The rotation angles used are randomly 
selected ranging within the permitted rotations ranges. 20 
face models depicting variety of facial expression are also  
provided for testing.  All face models were converted and 
saved into Wavefront  OBJ file format.  

3.2 Training for Tolerance Band 

The main objective of training session is to model the 
tolerance band required for signature matching of nose tip 
region candidates.  The tolerance band is constructed 
based on the orientation shape of nose tip which is 
significant and unique compared to other parts of a face.  
The training data set combines 61 models from GavaDB 
and 9 models from 3DUPMFace giving us 70 face models 
altogether.  All face models in this data set have been re-
sampled into a mesh grid form and scaled to the face 
height of 100 pixels.  To initiate the training, nose tip point 
for all 70 models in frontal view are manually located, and 
their coordinates are recorded in an external file.  Point 
signatures for all nose tip points are generated and also 
recorded in other external file. These point signatures will 
be used as the raw data for training.  
 
To evaluate the shape of nose tip, k-fold cross validation 
method is used where k is the number of fold.  The 
advantage of this method is that it matter less how the data 
gets divided.   Every data gets to be in a test set exactly 
once, and gets to be in training set k -1 times. The variance 
of the resulting estimation is reduced as k is increased.  
Based on [14], the most suitable k value is 10, thus in this 
training, the training set is divided into 10 folds and the 
method is repeated 10 times. Having 70 models, for every 
experiment, 7 models are used as the test data set and the 
remaining 63 models as the training data set.  For example, 
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(a) 
 

 
                (b) 

      

 
(c) 

         

(d) 
 

    
 

(e) 
 
 

Fig. 6 Nose tip detection results: (a) Results for yaw rotation angle for -90˚, -60˚, -30˚, frontal, 30˚, 60˚ and 90˚ accordingly. (b) Results for faces depicting 
facial expression. (c) Results for faces with large non-facial outliers. Note that the second and last face is incorrectly detected due to protuberant outliers. 

 (d) Results for combination of rotations. (e) Results for faces with occlusions; partial hand and hair. 
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We also tested our algorithm with face models with 
combination of rotations and facial expressions as to 
represent cases that are nearer to the real-time scenarios. 
Note that some rotations applied to the models are quite 
dramatic as shown in Fig. 6. As the result, from all 20 face 
models in both categories, we have only two false 
detections for facial expression and none for combination 
of rotations. The experimental results are illustrated in Fig. 
6.  The dark region in face indicates the detected nose tip 
region. 
 
The success of this method lies on two main parameter. 
The first parameter is the appropriate value of sphere 
radius r used for point signature. From our experiments, 
the results are satisfying for r =18, which is able to handle 
the intersection of the sphere with both sides of nose 
wings.  The second parameter is the percentage used to 
select regions with highest point density during convex 
classification.  We have found that the lower percentage 
used, the higher the chance of the nose region get selected.  

 
 Since this method highly dependent on the richness of 

information of nose information, a complete and high 
resolution 3D face models are essential.  A face with 
partially missing nose cannot be tolerated. Therefore, for 
real time application, we suggest the use of suitable 
acquisition and reconstruction method to obtain the 3D 
face models from various angles. 

4. Conclusions 

In this paper, we demonstrate new framework to detect 
nose tip region in a 3D face model by using local geometry 
curvature and point signature.  The proposed method is 
fully automated, invariant to large rotation variation and 
robust enough for challenging face image. A simple 
convex classification is utilized and point signature 
manages to verify nose tip region quite accurately. The 
experiments conducted on challenging face databases 
demonstrate the effectiveness of our method.  
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