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Abstract 
k-Nearest Neighbor (KNN) is one of the most popular 
algorithms for pattern recognition. Many researchers have 
found that the KNN algorithm accomplishes very good 
performance in their experiments on different data sets. The 
traditional KNN text classification algorithm has three 
limitations: (i) calculation complexity due to the usage of all 
the training samples for classification, (ii) the performance is 
solely dependent on the training set, and (iii) there is no 
weight difference between samples. To overcome these 
limitations, an improved version of KNN is proposed in this 
paper. Genetic Algorithm (GA) is combined with KNN to 
improve its classification performance. Instead of 
considering all the training samples and taking k-neighbors, 
the GA is employed to take k-neighbors straightaway and 
then calculate the distance to classify the test samples. 
Before classification, initially the reduced feature set is 
received from a novel method based on Rough set theory 
hybrid with Bee Colony Optimization (BCO) as we have 
discussed in our earlier work. The performance is compared 
with the traditional KNN, CART and SVM classifiers. 
Keywords: k-Nearest Neighbor, Genetic Algorithm, Support 
Vector Machine, Rough Set. 

1. Introduction 

Nearest neighbor search is one of the most popular learning 
and classification techniques introduced by Fix and Hodges 
[1], which has been proved to be a simple and powerful 
recognition algorithm. Cover and Hart [2] showed that the 
decision rule performs well considering that no explicit 
knowledge of the data is available. A simple generalization 
of this method is called  K-NN rule, in which a new pattern 
is classified into the class with the most members present 
among the K nearest neighbors, can be used to obtain good 
estimates of the Bayes error and its probability of error 
asymptotically approaches the Bayes error [3]. The 
traditional KNN text classification has three limitations [4]:  
1. High calculation complexity: To find out the k nearest 

neighbor samples, all the similarities between the 

training samples must be calculated. When the number 
of training samples is less, the KNN classifier is no 
longer optimal, but if the training set contains a huge 
number of samples, the KNN classifier needs more time 
to calculate the similarities. This problem can be solved 
in 3 ways: reducing the dimensions of the feature space; 
using smaller data sets; using improved algorithm which 
can accelerate to [5];  

2. Dependency on the training set: The classifier is 
generated only with the training samples and it does not 
use any additional data. This makes the algorithm to  
depend on the training set excessively; it needs re-
calculation even if there is a small change on training 
set;  

3. No weight difference between samples: All the training 
samples are treated equally; there is no difference 
between the samples with small number of data and 
huge number of data. So it doesn’t match the actual 
phenomenon where the samples have uneven 
distribution commonly.  

 
A wide variety of methods have been proposed to deal with 
these problems [6-9]. Another problem is that the 
classification algorithms will be confused with more number 
of features. Therefore, feature subset selection is implicitly 
or explicitly conducted for learning systems [10], [11]. There 
are two steps in neighborhood classifiers. First an optimal 
feature subspace is selected, which has a similar 
discriminating power as the original data, but the number of 
features is greatly reduced. Then the neighborhood classifier 
is applied. In this paper, we have used a novel method based 
on Rough set theory hybrid with Bee Colony Optimization 
(BCO) to select the optimal feature set as discussed in our 
previous work [12]. Then the proposed GKNN classifier is 
analyzed with this reduced feature set.  
 
In this paper, Genetic Algorithm (GA) is combined with k-
Nearest Neighbor (KNN) algorithm called as Genetic KNN 
(GKNN), to overcome the limitations of traditional KNN. In 
traditional KNN algorithm, initially the distance between all 
the test and training samples are calculated and the k-
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neighbors with greater distances are taken for classification. 
In our proposed method, by using GA, k-number of samples 
are chosen for each iteration and the classification accuracy 
is calculated as fitness. The highest accuracy is recorded 
each time. Thus, it is not required to calculate the similarities 
between all samples, and there is no need to consider the 
weight of the category. This paper is structured as follows: 
the following section presents the traditional KNN 
algorithm. Section 3 explains the proposed GKNN classifier. 
The comparative experiments and results are discussed in 
Section 4 and the work is concluded in Section 5. 

2. KNN Classification Algorithm 

In pattern recognition field, KNN is one of the most 
important non-parameter algorithms [13] and it is a 
supervised learning algorithm. The classification rules are 
generated by the training samples themselves without any 
additional data. The KNN classification algorithm predicts 
the test sample’s category according to the K training 
samples which are the nearest neighbors to the test sample, 
and judge it to that category which has the largest category 
probability. The process of KNN algorithm to classify 
sample X is [14]: 

 Suppose there are j training categories C1,C2,…,Cj 
and the sum of the training samples is N after 
feature reduction, they become m-dimension 
feature vector.  

 Make sample X to be the same feature vector of the 
form (X1, X2,…, Xm), as all training samples. 

 Calculate the similarities between all training 
samples and X. Taking the ith sample di 
(di1,di2,…,dim) as an example, the similarity SIM(X, 
di) is as following: 
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 Choose k samples which are larger from N 
similarities of SIM(X, di), (i=1, 2,…, N), and treat 
them as a KNN collection of X. Then, calculate the 
probability of X belong to each category 
respectively with the following formula.  
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 Judge sample X to be the category which has the 
largest P(X, Cj). 

3. Improved KNN Classification Based On 
Genetic Algorithm 

Genetic algorithm (GA) [15], [16] is a randomized search 
and optimization technique guided by the principles of 
evolution and natural genetics, having a large amount of 
implicit parallelism. GAs perform search in complex, large 
and multimodal landscapes, and provide near-optimal 
solutions for objective or fitness function of an optimization 
problem.  
 
In GA, the parameters of the search space are encoded in the 
form of strings (called chromosomes). A collection of such 
strings is called a population. Initially, a random population 
is created, which represents different points in the search 
space. An objective and fitness function is associated with 
each string that represents the degree of goodness of the 
string. Based on the principle of survival of the fittest, a few 
of the strings are selected and each is assigned a number of 
copies that go into the mating pool. Biologically inspired 
operators like cross-over and mutation are applied on these 
strings to yield a new generation of strings. The process of 
selection, crossover and mutation continues for a fixed 
number of generations or till a termination condition is 
satisfied. An excellent survey of GA along with the 
programming structure used can be found in [16]. GA have 
applications in fields as diverse as VLSI design, image 
processing, neural networks, machine learning, job shop 
scheduling, etc. 
 
String Representation - Here the chromosomes are encoded 
with real numbers; the number of genes in each chromosome 
represents the samples in the training set. Each gene will 
have 5 digits for vector index and k number of genes. For 
example, if k=5, a sample chromosome may look as follows: 

00100 10010 00256 01875 00098 
 
Here, the 00098 represents, the 98th instance and the second 
gene say that the 1875 instance in the training sample. Once 
the initial population is generated now we are ready to apply 
genetic operators. With these k neighbors, the distance 
between each sample in the testing set is calculated and the 
accuracy is stored as the fitness values of this chromosome.  
 
Reproduction (selection) - The selection process selects 
chromosomes from the mating pool directed by the survival 
of the fittest concept of natural genetic systems. In the 
proportional selection strategy adopted in this article, a 
chromosome is assigned a number of copies, which is 
proportional to its fitness in the population, that go into the 
mating pool for further genetic operations. Roulette wheel 
selection is one common technique that implements the 
proportional selection strategy.  
 
Crossover - Crossover is a probabilistic process that 
exchanges information between two parent chromosomes for 
generating two child chromosomes. In this paper, single 
point crossover with a fixed crossover probability of pc is 
used. For chromosomes of length l, a random integer, called 
the crossover point, is generated in the range [1, l-1]. The 
portions of the chromosomes lying to the right of the 
crossover point are exchanged to produce two offspring. 
 
Mutation - Each chromosome undergoes mutation with a 
fixed probability pm. For binary representation of 
chromosomes, a bit position (or gene) is mutated by simply 
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flipping its value. Since we are considering real numbers in 
this paper, a random position is chosen in the chromosome 
and replace by a random number between 0-9. 
 
After the genetic operators are applied, the local maximum 
fitness value is calculated and compared with global 
maximum. If the local maximum is greater than the global 
maximum then the global maximum is assigned with the 
local maximum, and the next iteration is continued with the 
new population. The cluster points will be repositioned 
corresponding to the chromosome having global maximum. 
Otherwise, the next iteration is continued with the same old 
population. This process is repeated for N number of 
iterations. From the following section, it is shown that our 
refinement algorithm improves the cluster quality. The 
algorithm is given as. 
 

1. Choose k number of samples from the training set to 
generate initial population (p1). 

2. Calculate the distance between training samples in 
each chromosome and testing samples, as fitness 
value. 

3. Choose the chromosome with highest fitness value 
store it as global maximum (Gmax). 

a. For i = 1 to L do 
i. Perform reproduction 

ii. Apply the crossover operator.  
iii. Perform mutation and get the new 

population. (p2) 
iv. Calculate the local maximum 

(Lmax). 
v. If Gmax < Lmax then  

a. Gmax = Lmax;  
b. p1 = p2;  

b. Repeat 
4. Output – the chromosome which obtains Gmax has 

the optimum K-neighbors and the corresponding 
labels are the classification results. 

 

4. Experiments & Results 

The performance of the reduct approaches discussed in this 
paper has been tested with 5 different medical datasets, 
downloaded from UCI machine learning data repository. 
Table 1 shows the details about the datasets and the reduced 
feature set used in this paper. 
 

Table 1 Datasets Used for Reduct 

Dataset 
Name 

Total No. of 
Instances 

Total No. of 
Features 

No. of Features in 
the Reduced Set 
(BeeRSAR [12]) 

Dermatology 366 34 7 
Cleveland 
Heart 

300 13 
6 

HIV 500 21 8 
Lung Cancer 32 56 4 
Wisconsin 699 09 4 

 
With the reduced feature set, the GKNN classifier is applied. 
Ten-fold cross validation method is performed for analyzing 

the performance with various k values on three different 
distance measures (1-norm, 2-norm and n-norm).  Table 2 
depicts the performance accuracy of our proposed classifier 
compared with traditional KNN, CART and SVM classifiers 
[17]. From the results it is shown that our proposed method 
outperforms the others with greater accuracy.  

5. Conclusion 

The KNN classifier is one of the most popular neighborhood 
classifier in pattern recognition. However, it has limitations 
such as: great calculation complexity, fully dependent on 
training set, and no weight difference between each class. To 
combat this, a novel method to improve the classification 
performance of KNN using Genetic Algorithm (GA) is 
proposed in this paper. Initially the reduced feature set is 
constructed from the samples using Rough set based Bee 
Colony Optimization (BeeRSAR). Next, our proposed 
GKNN classifier is applied for classification. The basic idea 
here is that, instead of calculating the similarities between all 
the training and test samples and then choosing k-neighbors 
for classification, by using GA, only k-neighbors are chosen 
at each iteration,, the similarities are calculated, the test 
samples are classified with these neighbors and the accuracy 
is calculated. This process is repeated for L number of times 
to reach greater accuracy; hence the calculation complexity 
of KNN is reduced and there is no need to consider the 
weight of the samples. The performance of GKNN classifier 
is tested with five different medical data collected from UCI 
data repository, and compared with traditional KNN, CART 
and SVM. The experiments and results show that our 
proposed method not only reduces the complexity of the 
KNN, also it improves the classification accuracy.  
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Table 2. Performance Analysis of the Classifiers 

Classifier K Value 
Distance 
Measure 

Dermatology 
Cleveland 

Heart 
HIV 

Lung 
Cancer 

Wisconsin 
Breast 
Cancer 

KNN 5 1-norm 75.75 ± 0.02 74.27 ± 0.06 67.59 ± 0.92 68.86 ± 0.23 76.42 ± 0.31 

  2-norm 82.98 ± 0.05 66.62 ± 0.71 68.31 ± 0.71 68.07 ± 0.66 69.48 ± 0.66 

  n-norm 65.77 ± 0.18 73.46 ± 0.89 66.85 ± 0.63 68.64 ± 0.10 76.07 ± 0.67 

 10 1-norm 66.03 ± 0.83 69.65 ± 0.89 73.13 ± 0.39 68.52 ± 0.96 75.60 ± 0.84 

  2-norm 73.80 ± 0.70 67.60 ± 0.30 73.53 ± 0.94 70.07 ± 0.88 68.94 ± 0.69 

  n-norm 63.79 ± 0.76 67.42 ± 0.24 74.64 ± 0.76 70.05 ± 0.49 78.09 ± 0.48 

 15 1-norm 73.97 ± 0.94 73.86 ± 0.45 74.69 ± 0.09 68.27 ± 0.14 77.36 ± 0.37 

  2-norm 68.24 ± 0.84 71.68 ± 0.92 72.99 ± 0.08 68.50 ± 0.95 80.44 ± 0.93 

  n-norm 75.96 ± 0.68 71.77 ± 0.14 66.83 ± 0.69 69.37 ± 0.71 68.14 ± 0.42 

 20 1-norm 70.75 ± 0.26 69.96 ± 0.80 68.73 ± 0.33 67.85 ± 0.27 72.10 ± 0.85 

  2-norm 64.08 ± 0.40 69.00 ± 0.63 72.71 ± 0.40 69.98 ± 0.62 67.07 ± 0.40 

  n-norm 63.80 ± 0.45 72.64 ± 0.69 69.22 ± 0.50 69.57 ± 0.87 71.69 ± 0.63 

GKNN 5 1-norm 93.79 ± 0.15 87.18 ± 0.92 81.33 ± 0.61 86.24 ± 0.56 97.56 ± 0.01 

  2-norm 94.24 ± 0.69 92.63 ± 0.35 90.71 ± 0.07 90.17 ± 0.69 90.89 ± 0.98 

  n-norm 94.80 ± 0.67 85.64 ± 0.47 91.86 ± 0.90 88.76 ± 0.29 87.96 ± 0.70 

 10 1-norm 94.51 ± 0.94 92.81 ± 0.45 80.53 ± 0.65 88.91 ± 0.08 97.92 ± 0.51 

  2-norm 93.54 ± 0.31 96.67 ± 0.40 82.85 ± 0.35 84.86 ± 0.37 92.63 ± 0.84 

  n-norm 94.88 ± 0.28 90.47 ± 0.19 92.98 ± 0.17 82.99 ± 0.87 92.62 ± 0.81 

 15 1-norm 93.97 ± 0.19 93.42 ± 0.75 82.99 ± 1.00 83.23 ± 0.36 89.73 ± 0.36 

  2-norm 93.57 ± 0.66 81.21 ± 0.50 91.96 ± 1.00 82.88 ± 0.27 86.15 ± 0.41 

  n-norm 93.86 ± 0.12 85.56 ± 0.63 91.64 ± 0.93 86.69 ± 0.81 95.70 ± 0.53 

 20 1-norm 93.65 ± 0.53 90.45 ± 0.61 82.64 ± 0.85 84.69 ± 0.58 86.39 ± 0.47 

  2-norm 94.60 ± 0.26 87.87 ± 0.19 87.64 ± 0.58 87.51 ± 0.49 94.28 ± 0.78 

  n-norm 93.80 ± 0.65 88.96 ± 0.85 83.89 ± 0.58 86.78 ± 0.35 91.38 ± 0.84 

SVM   89.12 85.23 82.33 87.01 86.77 
CART   85.76 83.23 80.45 82.29 85.34 

 


